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Abstract 

Background  A variety of cognitive biases are known to compromise ethical deliberation and decision-making pro-
cesses. However, little is known about their role in clinical ethics supports (CES).

Methods  We searched five electronic databases (Pubmed, PsychINFO, the Web of Science, CINAHL, and Medline) 
to identify articles describing cognitive bias in the context of committees that deliberate on ethical issues concern-
ing patients, at all levels of care. We charted the data from the retrieved articles including the authors and year of pub-
lication, title, CES reference, the reported cognitive bias, paper type, and approach.

Results  Of an initial 572 records retrieved, we screened the titles and abstracts of 128 articles, and identified 58 
articles for full review. Four articles were selected for inclusion. Two are empirical investigations of bias in two CES, 
and two are theoretical, conceptual papers that discuss cognitive bias during CES deliberations. Our main result first 
shows an overview of bias related to the working human environment and to information gathering that concerns 
different types of CES. Second, several determinants of cognitive bias were highlighted. Especially, stressful environ-
ments could be at risk of cognitive bias, whatever the clinical dilemma.

Conclusions  Whether a need for a better taxonomy of cognitive bias in CES is highlighted, a proposal is made 
to focus on individual, group, institutional and professional biases that can be present during clinical ethics delibera-
tion. However, future studies need to focus on an ecological evaluation of CES deliberations, in order to better-char-
acterize cognitive biases and to study how they impact the quality of ethical decision-making. This information would 
be useful in considering countermeasures to ensure that deliberation is as unbiased as possible, and allow the most 
appropriate ethical decision to emerge in response to the dilemma at hand.

Keywords  Cognitive bias; Deliberation; Clinical ethical committees and supports, Review, Mindfulness

Introduction
Various ethical dilemmas can arise not only in the con-
text of day-to-day healthcare, but also in acute or crisis 
situations such as the COVID-19 pandemic. Issues relate 
to a wide variety of areas, ranging from prenatal care to 
end-of-life care [1]. In general, ethical dilemmas are char-
acterized by a choice between two, or a few, mutually-
exclusive options, none of which is satisfactory, because 
there are undesirable moral consequences [2]. Typically, 
nurses, physicians, or other members of the care team do 
not know what to do for the best, and need counseling 
regarding the optimal decision [3]. One study highlights 

*Correspondence:
Marion Trousselard
marion.trousselard@gmail.com
1 Unité de Neurophysiologie du Stress, Institut de Recherche Biomédicale 
Des Armées, Brétigny Sur Orge Cedex 91223, France
2 UR VERTEX CHU, Caen, France
3 HIA Laveran, 34 Boulevard Laveran, Marseille 13013, France
4 Physiological and Psychosocial Stress, Université Clermont Auvergne, 
CNRS, 34 Avenue Carnot, Clermont‑Ferrand, LaPSCo 63 037, France
5 Rue Lieutenant Raoul Batany, HIA Percy, 2, Clamart 92140, France
6 Université de Lorraine, INSPIIRE, InsermNancy 54000, France
7 ACASAN, Paris, France
8 UMR7268, University of Aix-Marseille, Marseille, France

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12910-025-01162-z&domain=pdf


Page 2 of 16Giaume et al. BMC Medical Ethics           (2025) 26:16 

that the most-often-reported ethical difficulties are 
linked to uncertainty regarding impaired decision-mak-
ing capacity of a patient, disagreement among caregiv-
ers, and limiting end-of-life treatment [4]. For nurses, 
it has been proposed that an ethical dilemma is charac-
terized by the interaction between three central con-
cepts: the nurse (‘self ’), the patient (‘other’), and health 
(the ‘good’). In this situation, the dynamic balance of the 
nurse-patient interaction becomes blurred, and a choice 
must be made between equally-valid ethical outcomes 
or ideals [5]. Overall, most dilemmas relate to balancing 
care quality and efficiency, allocating limited medications 
or support tools, end-of-life, access to care, caregiver 
and patient confidentiality, and allocating limited donor 
organs. More precisely, Moeller et al. [6] found that most 
ethical dilemmas fall into one of the following general 
categories: conflict about withholding or withdrawing 
treatment; futility issues; the decisional capacity of the 
patient; unknown wishes of the patient; non-compliant 
patients; and Do Not Resuscitate (DNR) orders [6].

In each of these situations, healthcare personnel can 
be uncomfortable or uncertain regarding what is right 
or best for the patient, which can lead to disagreements 
about what should be done [7]. This experience is known 
to not only be a risk for the health of medical staff, but 
can also lead to feelings of tension and frustration in 
clinical practice, be a source of professional dissatisfac-
tion, and compromise social relationships, including 
interactions with patients [8, 9]. Together, these feel-
ings create moral distress, which often leads, over time, 
to staff resigning from the unit or organization, and/ or 
leaving the profession. First coined by Andrew Jameton 
[9], moral distress refers to the stress caused by the inten-
tion to pursue a morally-preferred action, but being una-
ble to do so because of institutional barriers. It has been 
described in all healthcare professionals, including phy-
sicians [10], nurses [7–9], pharmacists [11], and social 
workers [12].

Addressing difficult ethical issues in an appropriate way 
is a key challenge in everyday patient care. As a result, 
recent decades have seen the increasing development of 
ethical awareness in the health sector, which has resulted 
in the creation of clinical ethics supports (CES). The lat-
ter provide a forum for structured deliberation, and assist 
in reflections on ethical dilemmas in inpatient healthcare 
settings. There are several types, which can be divided 
into two main groups, although this categorization may 
vary from country to country [1]. The first includes clini-
cal ethics consultations and clinical ethics committees. 
These bodies traditionally provide healthcare personnel 
in clinical practice with advice and recommendations 
regarding the best course of action [13]. Participants 
are trained in the systematic analysis and structured 

discussion of ethical dilemmas, together with all stake-
holders [14]. The aim is to promote openness about value 
judgments, and be able to justify decisions taken in day-
to-day clinical practice.

The second group consists of moral case delibera-
tion, ethics rounds, ethics discussion groups, and ethics 
reflection groups. Here, the goal is to encourage health-
care personnel to broaden their perspectives through 
reflection, thereby increasing insight into ethical issues. 
Moral case deliberation, in particular, is a specific kind of 
ethics support. It starts with the concrete experience of 
participants, and presupposes that good care cannot be 
determined in advance, based on theoretical principles or 
theories. Rather, good care emerges from a dialog (delib-
eration), in which participants examine and share their 
views, based on earlier experiences [15]. Such a form of 
reflection has been found to have psychological benefits 
for personnel working in healthcare settings, as it cre-
ates an atmosphere in which they feel free to express 
feelings and emotions related to cases they are strug-
gling with [16]. Irrespective of categorization, clinical 
ethics consultations and moral case deliberation consti-
tute two modalities of ethical decision support that can 
overlap, notably through the use of ethical deliberation 
methodology.

In the domain of clinical ethics, there are three, main 
complementary theories: (i)  consequentialism focuses 
on the ethical consequences of an action; (ii) deontol-
ogy considers that ethical actions mean doing one’s duty; 
and (iii) virtue ethics considers that ethics are a matter of 
cultivating appropriate virtues [17, 18]. Finally, the prin-
cipism approach, which is notably based on the primacy 
of beneficence, and care-based ethics, offers a summa-
rize of three fundamental theories with the aim of being 
clear and easy when clinical decisions need to be made in 
practice [19]. All of these approaches offer a framework 
for deliberation.

Ethical deliberation aims to put in place conditions that 
favor contradictory debate implying critical dialogue pro-
cess of collaborative communication between people to 
foster shared understanding of an ethical problem. Such 
approaches assume that parties have different, often 
opposing, positions, but also that they are likely to share 
some common ground, or at least complementary views 
from which solutions may emerge. The conditions to 
favor contradictory debate include: (i) holding dedicated 
meetings; (ii) involving experts in the field and external 
third parties; and (iii) adhering to a form of moral con-
tractualism (Billier, 2014). It is a formal framework that 
aims to ensure that rational decisions are taken when 
faced with the emotion that can be associated with a 
clinical dilemma [16–20]. The aim is to allow both a con-
sensus and a solution (such as advice) to emerge [21]. 
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The solution presupposes a sharp distinction between 
the rational analysis (based on knowledge of ethical con-
cepts, principles, and theories) and communicative pro-
cesses (such as the emotional response to actual clinical 
cases), which limit rationality.

Various cognitive and affective biases are known to 
compromise, in some cases, both deliberation and deci-
sion-making processes. In general, a bias is usually the 
result of prejudice when choosing one thing over another. 
Biases can be influenced by experience, judgment, social 
norms, assumptions, academics, and more. Affective 
biases typically occur spontaneously based on the per-
sonal feelings of an individual at the time a decision is 
made. Affective biases are usually not based on expansive 
conceptual reasoning. Cognitive biases generally involve 
decision-making based on established concepts that 
may or may not be accurate. Both cognitive and affec-
tive biases may or may not prove to be successful when 
influencing a decision. While the rationality that is the 
foundation of CES has been considered in relation to the 
emotional state that arises when the question is impor-
tant to the participant, less is known about the impact of 
cognitive bias. Cognitive bias refers to systematic cogni-
tive distortion that is inherent to human cognition [22]. 
These systematic cognitive processes are misleading, and 
false logic distorts information processing. Also known 
as “mental contaminations”, unconscious/ uncontrolla-
ble mental processes can drive unwanted responses [23]. 
This can impair judgement, especially when there is a 
large amount of information, or when time is limited.

According to dual process theory, two competing pro-
cesses participate in human cognition: Type 1 (T1) are 
fast, automatic, and affect-driven; and Type 2 (T2) are 
slow, deliberative and underlie higher-order thinking 
[24–26]. T2 processes are characterized by their heavy 
load on working memory, explicitness, high effort, and 
slowness. On the other hand, T1 processes are character-
ized by their low load on working memory, implicitness, 
low effort, and speed. They are fast and efficient, ena-
bling us to respond almost instantly to many situations, 
especially those that threaten survival [26]. They are rea-
sonably accurate and effective, with the aim of saving 
mental energy for times when deep thought is required. 
However, they rely on generalities and are error-prone, 
which is considered to favor the emergence of cogni-
tive biases [26]. To date, over 100 cognitive biases have 
been described in the general literature, and at least 38 
in the medical literature, with a focus on diagnostic rea-
soning and therapeutic choices [27–29]. Although ana-
lytic thinking is considered as a mindful counterpoint 
approach to intuitive thinking, errors due to cognitive 
bias appear to be explained by both T1 and T2 systems 
[29]. Interestingly, the literature suggests that increasing 

expertise (and knowledge) may decrease the likelihood of 
errors [19–30].

Since Tversky and Kahneman’s seminal 1974 paper 
[22], the notion of cognitive bias has been explored in 
various fields, including both clinical reasoning and 
medical practice [27–29, 31]. Clinical ethical practices 
have received less attention, despite increasing interest 
in cognitive bias in ethical reasoning. Ethical reasoning 
is difficult and complex. It requires soft skills (such as 
communication, the ability to deliberate, self-reflection), 
specific knowledge (about ethic and bioethics, moral 
philosophy, clinical knowledge, and medical legislation), 
and experience of how similar cases have been resolved. 
Cognitive biases have been little-studied in the context of 
CES, and we do not know whether they affect CES mem-
bers, who are experts in the field of clinical reasoning.

A recent review, focused on bioethics, has highlighted 
several potentially-relevant biases, notably cognitive 
biases, affective biases, imperatives, and moral biases 
[32]. The latter author stresses the importance of identi-
fying and addressing biases, as a way to help in assess-
ing and improving the quality of bioethics work. Three 
types of bias are described according to their relation to 
the cognitive processes. These biases disrupt the percep-
tion of reality to make it fit into the subject’s frames, or 
make it conform to his/her preconceived ideas. They are: 
confirmation bias; action bias (e.g., overestimation, plan-
ner’s bias, excessive optimism), and status quo bias. The 
latter is the most striking, and it refers to a preference for 
the maintenance of the current/ previous state of affairs, 
leading to a failure to take action that would change this 
state.

Furthermore, we can ask how human rationality 
impacts deliberation in the context of clinical ethics. To 
the best of our knowledge, the impact of cognitive bias 
on ethical decision-making (EDM) has not yet been stud-
ied. Theoretical EDM models often conflict with each 
other, and can be divided into: (a) rationalist-based (i.e., 
reason; [33]); and (b) non-rationalist-based (i.e., intuition 
and emotion; [34]). Consistent with this line of think-
ing, the dual process theory of human cognition [26–35] 
considers that moral intuition is an automatic response, 
and an antecedent to rational reasoning [36, 37]. Emo-
tive intuition is quick and effortless, while cognitive rea-
soning is slow and requires effort [36]. Although there 
are many EDM models [38], which have been applied in 
various clinical fields [38, 39], to the best of our knowl-
edge, existing approaches do not take into account 
shared decision-making. Shared decision-making refers 
to the interpersonal, interdependent process in which 
physicians, patients, and their caregivers relate to, and 
influence each other, as they collaborate to make deci-
sions about a patient’s healthcare [40]. Although shared 
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decision-making can occur in different ethical decision-
making models, like EDM, little is known about the 
impact of cognitive bias during this process.

Thus, the aim of this scoping review is to study the lit-
erature on cognitive bias in clinical ethic deliberation. 
The objectives are to evaluate: (i) the biases that have 
been highlighted in the context of clinical ethics; and 
(ii) the contexts in which they are most likely to appear. 
These objectives can help to better-categorize biases in 
ethical processes related to clinical decision-making, and 
identify debiasing actions.

Method
For guiding selection process and for conducting the 
scoping review, we used the Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses extension for 
Scoping Reviews (PRISMA-ScR [41] and scoping review 
methodology guidances [42–44].

Search strategy
Key databases included Pubmed, PsychINFO, the Web 
of Science, CINAHL (the Cumulative Index to Nurs-
ing and Allied Health Literature), and Medline. The first 
step was to identify indexed search terms, based on 
CINAHL headings, Mesh and Thesaurus. A list of pos-
sible terms was created. The primary search was supple-
mented by a manual search of relevant journals, a search 
of the abstracts of citations listed in accepted articles, 
and by contacting lead authors in the field (to identify 
articles that may not have been indexed in the above 
databases). This additional search was deemed necessary 
because the literature is often widely-dispersed, and rel-
evant studies might not be indexed in all databases [45]. 
An experienced university librarian, and another from 
the University Hospital of Clermont-Ferrand (France) 
independently assisted the first author. Manual searches 
of the above-mentioned databases did not result in the 
identification of additional articles. The primary search 
strategy was inclusive, to avoid excluding potentially-rel-
evant articles. The following search strings were used in 
combination.

String 1 was used to capture articles describing the 
many different types of clinical ethics committees: 
ethical professionals, clinical ethics support, clinical 
ethics committees, ethics case reflection, ethics rounds 
and ethics reflection groups, healthcare settings, ethi-
cal consultation, clinical ethics consultation, ethics 
discussion groups, ethics reflection groups, clinical 
ethics consultation, moral case deliberation, ethics 
rounds, healthcare workers, clinical ethical challenge.

String 2 was used to capture phenomena defined 
as cognitive biases, and the errors that are likely 
to occur in this field: cognitive bias, explicit bias, 
implicit bias, cognitive distortion, cognitive errors.
String 3 was used to capture the context of ethical 
deliberation: moral competence, moral teamwork and 
moral action, moral case deliberations, moral case 
deliberation outcome, ethical decisions, ethical deci-
sion making, ethical decision-making process, ethical 
behavior, ethical reasoning, ethical dilemmas, ethical 
decision models, ethical issue.

Our aim was to explore all of the various types of 
clinical ethics committees that deliberate on ethical 
issues raised by patients, at all levels of care. The acro-
nym CES was used when it was not useful to specify the 
type of clinical ethics support. We therefore incorpo-
rated a broad range of terms in strings one and three, 
in an attempt to capture the diversity of activities and 
approaches that might be used in the context of clinical 
ethics.

Inclusion/exclusion criteria
As specified in the systematic review method [45–47], 
several criteria were used to select studies suitable for 
inclusion. These criteria included: (a) published in full, 
in the English language; (b) based on empirical data pub-
lished in a peer reviewed journal (i.e., excluding maga-
zine articles and book chapters); (c) published between 
January 2000 and December 2023; (d) describe a CES 
[1]; (e) relate specifically to some form of cognitive bias; 
and (f ) the substantive content must relate specifically to 
a cognitive bias in the context of a CES. The aim was to 
ensure that only the most relevant, up-to-date, and reli-
able sources were included.

The time period (January 2000 to December 2023) was 
chosen in order to obtain a recent, representative view of 
advances since the development of CES in different coun-
tries. Studies were included based on the nature of the 
ethical deliberation (clinical and not research commit-
tees), and the need to evaluate the impact of the cognitive 
bias environment on clinical behaviors or issues.

A study was excluded if: (1) biases are not studied 
within the specific framework of a CES (e.g., bioethic 
committee, decision-making processes in clinical inter-
actions, psychotherapeutic interactions), (2) biases are 
not studied as cognitive biases (e.g., cognitive distortion, 
racial/ethnic bias), (3) The CES is not considered as a 
forum for structured deliberation, and assist in reflec-
tions on ethical dilemmas in inpatient healthcare settings 
(e.g., formation), (4) it was not written in English, (5) the 
full-text was not available, or (6) it examined cognitive 
bias in CES before January 2000 or after December 2023.



Page 5 of 16Giaume et al. BMC Medical Ethics           (2025) 26:16 	

Study screening and selection
The combined search yielded an initial corpus of 572 arti-
cles. Of these, 128 papers had at least one exclusion cri-
terion and 58 were deemed relevant for further review. 
We imported the 58 retrieved entries into an excel table. 
MT identified and excluded duplicates and conducted an 
initial screening by title, abstract, and full content review 
according to the research question, and the MIP (Meth-
odology, Issue, Participants) process. This was followed 
by a second screening by LG, AL, FGF in which only arti-
cles from, reporting on, or referencing, CES and cogni-
tive bias were included. Where there were disagreements, 

it was decided that the experienced university librarian 
(NP) provides adjudication. Any disagreements were 
resolved through discussion. Finally, four articles were 
considered suitable for inclusion in the review (Fig. 1).

Data extraction, analysis, and synthesis
The included studies were read several times, in full, by 
the first author, in order to become familiar with the data. 
In the next step, we extracted and summarized their find-
ings [45–47].

After several readings of the included studies, we 
decided that an approach inspired by a manifest content 

Fig. 1  The PRISMA flow chart
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analysis [48, 49] would be most appropriate for extract-
ing relevant themes. The corpus was composed of two 
empirical (qualitative and quantitative) articles, and 
two theoretical papers. A content analysis was selected 
because it could be used to parse the four studies’ find-
ings according to cognitive biases in the CES context. In 
contrast, a directed content analysis uses existing con-
cepts or theoretical frameworks (e.g., types of cognitive 
bias) to focus the research question, and forms the foun-
dation for the categorization of the bias. The character-
istics of the studies included in this review are presented 
above (Table 1). Due to the heterogeneous nature of the 
methods used, and the way findings were reported, we 
decided to carry out a narrative interpretive/ integrative 
synthesis of the outcomes of the four studies [50].

Results
Drawing upon the corpus of articles, we noted the dif-
ferent contexts in terms of CES, and in terms of patients 
and ethical dilemmas. Two contexts focused on incapaci-
tated patients. Most findings related to bias fell into the 
domain of individual biases, biases related to the profes-
sional environment, or biases implied in the function of 
the CES. Accordingly, our findings are grouped under the 
following three headings: methods applied to different 
CES, types of patients and clinical dilemmas, and types of 
cognitive bias.

Methods applied to different CES
The four included studies differ in terms of method. On 
the one hand, the theoretical approach taken by Magels-
sen et  al. [52] and Schleger et  al. [53] is based on an 
analysis of experience and interdisciplinary competen-
cies. The latter include CES, psychology, nursing, health 
quality, and cognitive biases. In particular, Malgessen 
et al. [52] mainly draw upon examples taken from clinical 
ethics consultants, and the experience of committees in 
Norway. On the other hand, a mixed methods approach 
is applied in the two experimental studies, namely Black-
stone et al. [51] and Stanack and Hawlik [54]. Blackstone 
et  al. [51] draw their conclusions from three examples, 
and 12 interviews with ‘incapacitated patients without 
proxies’ (PWPs). Stanak and Hawlik [54] investigate neo-
natal intensive care, and target extremely pre-term situ-
ations. Their systematic literature review examines the 
shared decision-making context, and the researchers 
carried out in-depth, semi-structured interviews with 
five heads of neonatology departments, and one clinical 
ethicist.

Both theoretical studies take into account CES such 
as informal and routine rounds, when an ethical prob-
lem arises, and full ethics consultations. No informa-
tion is given regarding who participated, either in terms 

of ethics training or experience. Stanack and Hawlik 
[54] reviewed 80 publications relevant to the theme of 
bias in neonatal decision-making that discuss the role 
of parents, physicians, an ethical council, or an ethi-
cal committee. The two experimental studies examined 
local CES dedicated to specific ethical dilemmas, which 
had been setup to decide how to best-respond.

Blackstone et  al. [51] describe a protocol that has 
been in place in their institution since 2005, which is 
implemented when medical teams identify an incapaci-
tated PWP who requires imminent, but non-emergent 
medical decisions. First, the ethics consultant works 
with the medical team and a social worker to con-
duct an aggressive search for a surrogate, or someone 
who knows the patient, who can provide informa-
tion regarding what treatment the patient might want. 
If no-one is found, the consultant contacts the PWP’s 
committee members to recruit individuals who will 
coordinate with the medical team. The PWP commit-
tee is composed of community volunteers. These peo-
ple are intentionally not medical practitioners, and, in 
order to minimize conflict of interest, they cannot be 
hospital employees. Although no educational require-
ments are specified, most volunteers have a background 
in bioethics, in addition to their experience on the eth-
ics committee. In the studied population, all but one 
held a postgraduate degree, and all had clinical expe-
rience, from varied perspectives. Furthermore, at the 
time the interviews were run, their experience with 
PWP cases ranged from two to 18 cases, over one to 
10 years of participation in the committee.

During the meeting, the medical team presents the 
clinical facts, the available treatment options, and their 
recommendations. The ethics consultant and the social 
worker provide any information they have gathered 
about the patient’s background. If available, friends share 
information regarding the patient’s personality, values, 
and lifestyle, and give input about what they think the 
patient might have wanted in this situation. PWP com-
mittee members synthesize this information, discuss it, 
and make recommendations that are thought to be in 
the patient’s best interest, and consistent with his or her 
values.

Stanack and Hawlik [54] investigate professional stake-
holders working in neonatal units. They interviewed five 
heads of neonatal departments, and a clinical ethicist 
working in a Neonatal Intensive Care Unit. They ana-
lyzed communication strategies with parents, and the 
possible impacts on survival and neurodevelopmental 
outcomes. All participants had previous experience of 
neonatal decision-making situations, but no details were 
given regarding their training in medical ethics. Parents 
were not interviewed.
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Overall, we found that different methodologies are 
used, the studied CES are diverse, their members may 
(or may not) be exclusively caregivers, and participants’ 
training and experience varies greatly from one study to 
another.

Types of patients and clinical dilemmas
The two theoretical studies do not target a specific clini-
cal dilemma; rather they consider clinical dilemmas and 
cognitive biases in general. However, the two experi-
mental studies focus on a situation in which the clini-
cal dilemma is due to a lack of information about the 
patient’s preferences when a medical decision should be 
made.

The study by Blackstone et al. [51] concerns incapaci-
tated PWPs in acute, but non-emergent situations. A 
medical choice must be made regarding incapacitated 
patients who lack a proxy. Such clinical dilemmas are 
challenging in clinical units, where patients require com-
plex care, and decisions must be taken that set the course 
for treatment.

One of the difficulties in this context relates to the 
legal framework, which specifies who has the authority 
to make medical decisions on behalf of PWPs, and what 
types of decisions they can make. While consent can be 
assumed in an emergency, many non-emergent situa-
tions require decisions to be taken more quickly than in 
the weeks (to months) it would take to appoint a guard-
ian. Committee members must be able to cope with the 
doubt and ambivalence that is inherent in the decisions 
they take. Current legislation does not address the case 
of PWPs, and this situation has led individual institutions 
to develop their own procedures when medical decisions 
must be taken for acutely ill patients. While it is reasona-
ble to assume that medical teams make decisions that are 
in the PWP’s best interest, the committee usually has an 
incomplete picture of who the patient is, and what he or 
she would have wanted. This can lead to a certain degree 
of projection of committee member’ values onto patients.

Not only are protocols poorly disseminated, but also 
their outcomes are understudied. The problem is clearly 
illustrated in the United States, where state legislation 
varies widely regarding who has the authority to make 
medical decisions for incapacitated PWPs, and what 
types of decisions they can make.

Stanack and Hawlik [54] explore the shared decision-
making context for extremely pre-term infants (22–
25 weeks of gestation). The precise determination of the 
number of weeks of gestation is important, as the proba-
bility of survival, and survival without neurodevelopmen-
tal impairment increases significantly between weeks 22 
to 25. This determination creates an ethical dilemma that 
consists of avoiding creating an unnecessary burden on 

the infant and the family, on the one hand, and giving the 
infant a realistic chance of survival, on the other hand. 
How neonatologists communicate the available options 
or choices to parents can be an ethical challenge, as this 
discussion is known to have an impact on what parents 
decide, and hence the survival or neurodevelopment of 
the fetus. However, current guidelines do not address 
communication strategies with parents either pre- or 
post-delivery [54], and outcomes differ between institu-
tions and countries [55]. Finally, our thematic analysis 
highlights that clinical decision-making involves three 
main ethical challenges: (i) social, cultural-religious, and 
legal contexts; (ii) uncertainty about the number of weeks 
of gestation; and (iii) difficult decisions about intensive or 
comfort care that are in the best interest of the infant and 
its parents, and address moral distress and professional 
virtues [54].

Finally, all authors highlight that clinical dilemmas 
are complex, which creates conditions that favor the 
risk of bias, and underline the importance of time pres-
sure. Furthermore, they highlight the problem of a lack 
of information about the patient’s wishes [51, 53], the 
criticality or volatility of his or her state of health [51], 
and viability [56]. These characteristics foster volatility, 
uncertainty, complexity and ambiguity—an environment 
that increases the risk of bias for CES. Such situations 
are called VUCA environments (Volatility, Uncertainty, 
Complexity and Ambiguity environments) in military 
and management contexts; they are known to challenge 
cognitive adaptation capacities, because of their deleteri-
ous impacts on decision-making [56].

Types of cognitive bias
Each of the four papers identifies different biases, pro-
viding examples and placing them within theoretical 
frameworks. We divided these biases into two main cat-
egories. The first refers to working human environment 
in terms of possible bias for stakeholder, and/or member 
of CES and/or CES. These biases can be observed at the 
individual level or relational or group levels. The second 
refers to an information-gathering through to decision-
making bias, and targets different stages of information 
processing, including committee deliberation. Magels-
sen et  al. [52] describe two activities that are relevant 
to CES objectives. The first is to provide an analysis of 
morally-relevant features of the clinical dilemma (includ-
ing values, facts, interests, legislation, alternative courses 
of action and their consequences). The second is to pro-
vide appropriate moral advice to decision-makers (if 
necessary). Such an approach leads to the conditions at 
risk for the emergence of bias. A first condition refers 
to at-risk-working environments. On the one hand, the 
structure/ hospital management may provide a working 
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environment that favors cognitive biaises, including 
the introduction of biases when hiring individual ethics 
consultants. These biases include the Hawthorne effect, 
conformism, and authority bias. Magelssen et  al. [52] 
even suggest that they can create conflicts of interest as 
individual ethics consultants will not only be influenced 
by their actual values and desires, but also by what those 
individuals perceive to be desirable within their working 
environment. These biases which characterized a type 
of response bias that is the tendency of survey respond-
ents to answer questions in a manner that will be viewed 
favorably by others and that are considered to be in rela-
tion with the social desirability bias. For example, closely 
related to social desirability bias, conformity bias occurs 
when social pressure influences an individual’s decisions 
and judgments. In order not to feel excluded, a person 
will consciously, or unconsciously, join the dominant 
opinion or act like the majority of the group. On the 
other hand, bias can be introduced through an excessive 
focus on current legislation and regulation, to the detri-
ment of ethical concerns. Such an imbalance degrades 
the CES’s role as a critic when the healthcare provider 
confuses the minimal requirements of a law or regulation 
as the ethical ceiling. In line, a medical act that is illegal 
could, nevertheless, be morally acceptable, and a better 
decision for a patient. Magelssen et al. [52] also suggested 
that such a bias could be compared to the bias that may 
arise when an individual member of a CES relies on ideo-
logical or religious reasoning.

Magelssen et al. [52] also highlight the myriad of com-
peting moral perspectives and conditions that can pro-
vide a breeding ground for bias within the CES. The 
CES’s discussions may be judged to be biased towards 
one or more moral theories or perspectives that are inad-
equate or misleading. Magelssen et al. [52] illustrated this 
situation with the moral theory, called ‘principism’ devel-
oped by Beauchamp and Childress [19]. The latter could 
favor certain forms of deontology, or what is understood 
as common morality. In this situation, confirmation bias 
can be introduced, either through reliance on arguments 
from an erroneous or inadequate moral theory or per-
spective, or through the rationalization of a preferred 
conclusion by appealing to arguments that support it.

Secondly, there is a risk of authority bias linked to the 
CES’s stakeholders – patients, committee members, and 
clinicians alike. As for the environmental works, the clin-
ical culture, and the interests of healthcare professionals 
can favor, social desirability bias per se. Finally, it should 
be noted that Magelssen et al. [52] do not refer to biases 
that are problematic for improving mutual understanding 
between stakeholders; they also make no recommenda-
tions regarding strategies that could be used to resolve 
conflicts.

Schleger et  al. [53] distinguish between group and 
individual biases. They illustrate systematic inadequa-
cies using group and individual decisions, and highlight 
their application to clinical ethical decisions. Group bias 
focuses on hidden profile bias, which refers to the ten-
dency of groups to concentrate on what the majority of 
its members know [57], this is also termed ‘process loss’ 
in social psychology. Instead of sharing all of the available 
information, individual group members only share a frag-
ment of it, neglecting so-called unshared information. 
The group thus tends to focus on shared information at 
the expense of unshared information. This bias produces 
suboptimal team decisions. It differs from group think, 
which is defined as a quick and simple decision-making 
method [58] that is used by a very cohesive group, and 
a tendency to conform to social pressure that increases 
with the size of the group. These two biases are directly 
involved in deliberations about a clinical dilemma. 
Finally, the authors discuss informative and normative 
social influences, and highlight the social impact (in 
terms of risk) of inappropriate or changing behaviors 
intended to adapt to another person or group under con-
ditions of uncertainty.

Turning to individual biases, Schleger et al. [53] high-
light the risks due to just world bias, stereotypes, and 
omission bias. Just world bias refers to the assumption 
of a manageable and predictable world, which under-
lies how people orient themselves in their environment, 
notably the idea that patients’ medical problems are due 
to their own behavior [59]. The belief that everyone har-
vests what they sow risks balancing decision-making to 
the benefit of people to whom good things happen, and to 
the detriment of those to whom bad things happen. Ste-
reotypes and prejudices are forms of implicit bias. Indi-
viduals are assumed to have specific traits and attributes, 
due to their characteristics. This overgeneralization with 
respect to the members of a social group is a general fea-
ture of humankind, but it can implicitly influence social 
judgement, and impact decision-making when faced with 
a clinical dilemma. Finally, omission bias refers to the 
observation that people often evaluate a decision to com-
mit an action more negatively than a decision to omit an 
action, given that both decisions have the same negative 
consequence. This bias was observed in medical practice 
by Spranca et al. [60] under conditions of uncertainty (an 
intensive care unit). The healthcare practitioner is fre-
quently exposed to the dilemma of passive non-action 
versus maintaining the present state with life-sustaining 
measures.

Blackstone et  al. [51] focus on biases that may cloud 
the judgment of PWP committee members who work 
with the medical team and social workers, and may inter-
fere with determining what is in the best interest of an 
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incapacitated patient. They list five main biases related to 
information taking, discussion and information sharing, 
and decision-making processes. First, information tak-
ing may be biased by personal values and experience, due 
to a lack of information about the PWP’s life and values. 
An example is information bias, which refers to commit-
tee members overgeneralizing their personal experience, 
understood as an autobiographical mnesic bias. The suc-
cess of the meeting is a function of members’ ability to 
share impartial medical information that is helpful in 
guiding decisions regarding the PWP, and the absence 
of groupthink, which is known to conflict with critical 
thinking [51]. The study reports that some of the inter-
viewed PWP committee members highlighted the risk of 
affective bias when visiting a patient who was critically ill, 
or when they had to take into account the inconsistent or 
conflicting wishes of an awake, but incapacitated PWP. 
Finally, interviewees underlined the importance of the 
PWP protocol, which makes it possible to counterbalance 
the biases of each committee member, and institutional 
biases, in order to give an opinion without knowing, in 
fine, whether this is what the patient would have wanted.

Stanak and Hawlik [54] describe five categories of bias 
identified in interviews with neonatologists and the ethi-
cal expert. The first takes two forms: institutional and 
omission bias due to statistical data about viability, and 
the beliefs of the professional. The second refers to the 
parents’ understanding of information about viability, 
and their distress. Stanack and Hawlik [54] underline 
the importance of paternalism bias, given the high level 
of uncertainty experienced by parents. The latter can be 
likened to the authority bias. The third category focuses 
on the quality of the information that is shared between 
parents and professionals. Professionals must give medi-
cal information to parents, and this information will be 
the main element in the risk calculation that parents will 
have to make in order to take a decision. In this context, 
the authors note the risk of framing bias with respect to 
the estimated number of weeks of gestation. Framing bias 
is one of many cognitive biases; people react to a par-
ticular choice in different ways, depending on the way it 
is presented. This bias underlines the importance of the 
order in which medical information is given to parents. 
For example, when patients are presented with a list of 
complications that starts with the rarest, and ends with 
the most common, they tend to decide against the inter-
vention. Similarly, it is well-known that communicat-
ing proportional outcomes (the majority of information 
given to parents is in this form), is a source of bias for 
individuals who do not understand proportions and per-
centages. The latter observation relates to intuitive versus 
reasoning thinking that Kahneman [26] describes as Sys-
tem 1 and System 2.

An overview of the reported biases according to the 
two main categories were presented Table 2.

Discussion
The reported cognitive biases
This scoping review describes the types of cognitive bias 
that can influence CES deliberations. The corpus of data 
encompasses both empirical and theoretical papers. Our 
findings can help to better-integrate biases into decision-
making models in situations that involve a clinical ethical 
dilemma, and decision-making contexts. The field is lit-
tle-explored, and our scoping review can help to identify 
gaps and synthesize knowledge [42]. In particular, it may 
help CES members to better-address biases during their 
deliberations. Clinical ethics deliberation can be viewed 
as a space–time relationship between personal judg-
ments, and a collegial discussion of a medical situation 
within an institution. Cognitive bias must be considered 
at several levels: the individual (the clinician, the family 
member, the guardian), the group, and the institution in 
which the CES operates.

Our review highlights many types of bias, although 
the list is non-exhaustive. The reported biases were 
described in terms of working human environment bias 
and information-gathering bias (Table 2). In light of these 
two categories of biases, it is possible to propose an ana-
lytical framework for cognitive biases in CES based on 
three levels: the individual level, the groupal level and the 
professional level. Each of these three levels can included 
cognitive biases from the working human environment 
and the information-gathering.

Individual cognitive biases include belief in a just 
world, framing bias, omission bias, and affective bias. 
Individual social biases refer to religious or cultural val-
ues, or stereotypes that can influence the judgment of the 
clinician. Such biases are not specific to decision-making 
in the clinical context. Nevertheless, they are reported 
in the two theoretical papers included in our corpus, 
and need to be explored in the context of real-life CES 
deliberations.

The second main category of bias relates to CES func-
tioning. It includes two subtypes. The first subtype is 
communication bias, which is reported by both Black-
stone et  al. [51], and Stanack and Hawlik [54]. Com-
munication bias refers to situational exchanges with 
stakeholders, in particular parents [54], and trusted 
family and friends [52]. These exchanges are part of the 
work of the CES, especially when clinical uncertainty is 
high in terms of medical sequelae [54], or the patient’s 
wishes [52]. Although the main focus is on paternal-
ism and affective biases, communication bias also refers 
to how information is presented or gathered, and then 
synthesized by clinicians or ethicists to communicate 
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uncertainty and help in making shared decisions. In 
particular, Stanack et  al. [54] point out that statistics 
can be misunderstood by stakeholders, and that this 
approach constitutes a bias that degrades the shared 
message [61]. Bias in interpersonal communication is a 
recognized risk in the context of diagnostic errors [62], 
but less is known in the field of CES functioning. The 
second subtype is groupal bias; here the focus is mainly 
on hidden profile and group thinking. These biases are 
well-known obstacles to high-quality discussions [63], 
and the sharing of medical information. They hinder 
the sharing that is critical in guiding clinical decisions.

The third main category is professional bias. Deon-
tological bias includes values bias, and legal and 
institutional bias. Work environment bias includes 
administrative structures, the organization, and corpo-
ratism. Such biases are mainly found among CES mem-
bers, but are not directly dependent on actions that 
CES members could implement by themselves.

Finally, while the overview is not exhaustive and the 
taxonomy by no means is absolute, it provides initial 
guidance with respect to assessing the relevance of var-
ious biases for specifc kinds of clinical ethic work.

The determinants of cognitive biases
The above findings call for at least two comments that 
target the external determinants of the cognitive bias. 
First, whatever the bias, all authors highlighted the 
importance of the context CES members find them-
selves in, in particular time pressure. This stressor 
should be considered as another environmental factor 
impacting the consideration of clinical ethical dilem-
mas. It is well-known that the VUCA context favors a 
gray zone of decision-making, where different practices 
may lead to different outcomes, and it is known to chal-
lenge rational decision-making [56]. Yet the issue has 
been little-studied in the field of clinical decision-mak-
ing [64], and there are even fewer studies in the context 
of clinical ethics decision-making. Most studies have 
been conducted in prehospital and disaster medicine 
VUCA [65, 66]. In line, the second comment highlights 
the affective biases. Such a bias was only reported in 
one of the four reviewed papers [52]. However, studies 
have demonstrated that affective bias induces by fatigue 
or negative affects shift the balance of processes toward 
more intuitive responses, facilitating biased judgements 
and decision-making [67]. For exemple, stress and 
fatigue are well known to produce irritability, intoler-
ance, and other mood changes that will also exert an 
influence on judgment [67]. Furthermore, affects can 
be influenced by a variety of ambient, chronobiological, 
and other variables including VUCA context.

Cognitive bias and its consequences for ethical decision
It is interesting to note that the question of whether 
the reviewed biases impact the final decision is not dis-
cussed. By definition, the outcome is uncertain, as the 
situation is characterized by the fact that any decision 
has unpredictable consequences, regardless of any bias. 
This leads us to ask, what does a good CES decision 
look like? Is it carrying out the patient’s wishes, or is it 
acting in his/her best interest?

Prosaically, a good decision is one that produces 
good results. However, this definition is problematic. 
Firstly, it is not very useful: a CES makes a decision 
that is based on uncertainty, incomplete information, 
and risk-taking. Moreover, it is difficult to know what 
the situation will be when we evaluate the outcome of 
the decision. Good decisions can sometimes produce 
bad results, or vice versa. This is called chance, or luck 
[68]. Since the seventeenth century, decisions have 
been studied in terms of probability, leading us to pro-
pose the following definition: the right rational choice 
is the one that gives you the best chance of achieving 
your objectives at the time the decision is made, with 
the information available [68]. This means that it is pos-
sible to define objectives that are in accordance with 
existing ethical theories, and which can be applied to 
a clinical ethics dilemma. Consequently, the impact of 
biases could be evaluated by focusing on how, and in 
what situations, they conflict with ethical theories. Fur-
thermore, if bias leads to an error that is both predict-
able and shared, it must be complemented by noise, in 
the form of a random, unpredictable error that induces 
variability in judgments.

A noise audit consists of asking different, equally-com-
petent experts to evaluate the same problem. Empirical 
findings are inconsistent to a point that astonishes pro-
fessionals themselves [68]. While some variability may 
be desirable in  situations that benefit from a diversity 
of viewpoints, this is not the case for medical decisions. 
But what about CES decisions? The diversity of mem-
bers’ points of view, however biased, is put to the test by 
ethical frameworks that discuss cognitive frugality and 
decision hygiene [68]. Cognitive frugality, in the clinical 
context, refers to the framework of ethical principles and 
values, which, in turn, refers to the level of expertise, and 
therefore the quality of training of CES members. Deci-
sion hygiene emphasizes the deliberative framework that 
supports an argumentative, contradictory discussion of 
the relevance of the analysis, questioning concepts and 
knowledge, and a quality assessment of the CES’s work. 
Group work is essential. It ensures that the training of 
each individual is not only based on that of the group, 
and ultimately leads to a form of shared responsibility 
[63].
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Possible countermeasures
None of the authors focused on individual character-
istics (apart from value and moral capacities), while 
providing ethical advice involves Person-Situation 
Interactionist ethical decision-making [69, 70]. Ethi-
cal competence requires normative knowledge, and 
the willingness to defend behavioral options in the face 
of resistance [71]. It can be understood as a complex 
mosaic of processes, where components and personal 
characteristics interact with situations in which taking 
responsibility is a must, rather than a single construct 
or personality trait. In particular, Pohling et  al. [71] 
highlight the role of affective empathy, personal values, 
and the five-factor model of personality.

More recently, mindfulness disposition, which 
denotes non-judgmental attention to the present 
moment [72], has been linked to ethics [73, 74], ethi-
cal decision-making [75–77], and moral reasoning 
[78]. In the psychological literature, biases of atten-
tion and memory are suggested to be implied in affec-
tive biases [79]. One explanation for these suggestions 
is that affective biases increase the tendency of atten-
tion to return again and again to mental images that 
spark negative affect, and that mindfulness decreases 
proliferation by attenuating affective biases of atten-
tion and memory. Consequently, mindfulness, besides 
leading to increased awareness of one’s own emotional 
reactions, could lead to more accurate awareness, in 
particular by attenuating affective biases that underlie 
distortions of attention and memory [80, 81]. Further-
more, mindfulness could be an efficient way to detect 
decision-making bias, by enabling System 2 thinking. It 
could facilitate cognitive de-automatization in certain 
experimental situations [82, 83]. Furthermore, mindful 
meditation can suspend preconceived ideas, encourage 
cognitive flexibility, and support emotional regulation 
when faced with ethical dilemmas [84]. It also enhances 
moral reasoning, mindfulness itself, and compassion, 
while reducing egocentric bias, which is understood as 
the desire to only act for personal gain [76].

Furthermore, the observations lead us to ask what 
training is needed to ensure that cognitive frugality and 
decision hygiene enable the most-appropriate ethical 
advice to be given in response to a here-and-now ethi-
cal dilemma. Mindful functioning appears to aid self-
regulation by supporting attentional control, emotional 
regulation, self-awareness [85], and moral awareness 
[82, 83]. From the perspective of dual process theories, 
it can help to facilitate cognitive de-automatization in 
ethical decision monitoring [24]. Cognitive frugality 
can also help in accepting the need to respect the ethi-
cal framework.

Key questions for the future
At the present time, many other questions remain unan-
swered. A first question refers to affective biases that are 
considered as ingrained in the psychology of subjects 
and can generally be harder to overcome than cogni-
tive biases. Although these biases are not necessarily 
always errors, attention should be paid to affective con-
ditions and any other significant extraneous factors 
which favors affective bias. It is important to examine 
them further to study how they interact with cognitive 
biases in the CES work environment. Another question 
concerns the ‘switch’ feature, which is the mechanism 
by which a reasoner can decide to shift between more 
intuitive and more deliberate processing [86]. The latter 
author proposes that a combination of intuitive activa-
tion, uncertainty monitoring, deliberation, and feedback 
components form the basic architecture of a dual process 
model that can explain how people switch between Sys-
tem 1 and System 2 thinking. Mindfulness functioning 
could facilitate the capacity for cognitive decoupling, and 
improve conscious access to the additional cues that are 
necessary for ethical decision-making [85, 86]. A second 
question concerns the benefit of mindfulness in dealing 
with noise. This topic needs further study. In particular, 
it would be interesting to better-understand the relation-
ship between expertise and mindfulness functioning, to 
assess whether or not the two work in concert, and how 
they improve intra- and inter-subject variability in ethical 
decision-making situations. Answering these questions 
would open up applied perspectives based on the devel-
opment of mindfulness, to help CES members manage 
bias. Mindfulness could be considered as part of System 
3, a system of inhibition that manages inappropriate bias 
[87].

Limits
This review was based exclusively on full-text articles 
published in English. Hence, relevant abstracts, presen-
tations, theses, and unpublished reports may have been 
excluded. Second, it was difficult to decide which arti-
cles to exclude, since there are no real descriptions of 
how CES members deliberate. We included two empiri-
cal articles that describe ethical deliberation in two CES, 
and two theoretical papers that discuss the conceptual 
study of cognitive bias. Future studies need to focus on 
CES deliberation in ecological conditions, and different 
clinical ethical dilemmas, as this would better-charac-
terize how mental state bias, action bias, and inertia bias 
impact the quality of decision-making. Studies also need 
to investigate shared ethical decision-making. Lastly, an 
additional interesting avenue for future research would 
be to evaluate mindfulness functioning in order to 
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better-understand whether certain cognitive factors can 
protect against bias and noise during deliberation.

Conclusion
This scoping review studied the literature on cognitive 
bias in clinical ethics deliberation. It shows that many 
common biases can be present. Our review highlights 
that ethical deliberation is particularly at risk of cogni-
tive bias, whatever the clinical dilemma. Although it is 
difficult to propose a practical categorization of cogni-
tive bias in this specific context, our analysis emphasizes 
the interest of mindful functioning, as it could help to 
develop cognitive frugality and decision hygiene. It could 
also help in conducting a deliberation that is as unbiased 
as possible, enabling the most appropriate ethical deci-
sion to emerge in response to the dilemma at hand.
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