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COHOMOLOGICAL DIMENSION OF BRAIDED HOPF ALGEBRAS

JULIEN BICHON AND THI HOA EMILIE NGUYEN

Abstract. We show that for a braided Hopf algebra in the category of comodules over
a cosemisimple coquasitriangular Hopf algebra, the Hochschild cohomological dimension,
the left and right global dimensions and the projective dimensions of the trivial left and
right module all coincide. We also provide convenient criteria for smoothness and the
twisted Calabi-Yau property for such braided Hopf algebras (without the cosemisimplic-
ity assumption on H), in terms of properties of the trivial module. These generalize a
well-known result in the case of ordinary Hopf algebras. As an illustration, we study the
case of the coordinate algebra on the two-parameter braided quantum group SL2.

1. Introduction

The global dimension is an important homological invariant of an algebra, which most
often serves as a good analogue of the dimension of a smooth affine algebraic variety.
However, there are some examples where the global dimension does not match with geo-
metric intuition. Consider for example the first Weyl algebra A1(k) = k⟨x, y ∣ xy−yx = 1⟩.
If the base field k has characteristic zero, then gldim(A1(k)) = 1 [29], while A1(k), being
a filtered deformation of the polynomial algebra k[x, y], should be an object of dimension
2. This often leads us to consider the Hochschild cohomological dimension rather than the
global dimension. Recall that for an algebra A, the Hochschild cohomological dimension
cd(A) is defined to be the projective dimension of A in the category of A-bimodules. The
(left or right) global dimension of A is always smaller than cd(A), while they coincide in
the important case of the coordinate algebra on a smooth affine variety, and for the Weyl
algebra one has cd(A1(k)) = 2, as expected [30].
It is thus a natural and important question to determine classes of algebras for which

the global dimension and the Hochschild cohomological dimension coincide. Among such
classes that are known, let us mention two important ones.

(1) If A is a graded connected algebra, we have cd(A) = gldim(A), and these coincide
with the projective dimensions of the trivial left and right A-modules. See [5].

(2) If A is a Hopf algebra, we have cd(A) = gldim(A), and these coincide with the
projective dimensions of the trivial left and right A-modules. This follows from [16,
Proposition 5.6], see the appendix in [33].

In this paper we enlarge this list by generalizing the Hopf algebra case to a class of
braided Hopf algebras. Recall [25] that a braided Hopf algebra is a Hopf algebra in a
braided category. Braided Hopf algebras generalize ordinary Hopf algebras, providing a
wider theory of quantum symmetries. They are also very useful, through the bosonization
construction [26,28], in studying certain classes of usual Hopf algebras themselves, see [20].
The primary objective in this paper is to extend a range of homological properties

observed in ordinary Hopf algebras to the case of braided Hopf algebras. In particular,
our main result (Theorem 3.5) is that if A is a Hopf algebra in the braided category of
comodules over a cosemisimple coquasitriangular Hopf algebra H , then we have cd(A) =
l.gldim(A) = r.gldim(A), and these coincide with the projective dimensions of the trivial
left and right A-modules. Our strategy is to extend [16, Proposition 5.6] to a general
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braided context (Corollary 3.4) and then to use comparison results for various projective
dimensions in the setting of separable functors [27].
We then study some more subtle homological properties for braided Hopf algebras, such

as smoothness (an adequate analogue of regularity for noncommutative algebras) and the
twisted Calabi-Yau property (an analogue of Poincaré duality in Hochschild cohomology).
For a Hopf algebra A in the braided category of comodules over a coquasitriangular Hopf
algebra H (no cosemisimplicity assumption on H is needed here), we provide convenient
criteria for smoothness and the twisted Calabi-Yau property, in terms of properties of
the trivial module, see Theorem 4.3 and Theorem 5.2 respectively. Again this generalizes
known results [8] for ordinary Hopf algebras.
We wish to emphasize that while there exist appropriate (co)homology theories for

braided Hopf algebras [3, 4, 19] to which some of our considerations apply, our main aim
in this paper is not to study braided Hopf algebras from this internal prespective, but
rather to use the additional structure to study the homological properties of the underlying
algebras.
We illustrate our results by studying an interesting example of a braided Hopf algebra,

the coordinate algebra on the two-parameter braided quantum group SL2. The corre-
sponding algebra Op,q(SL2(k)), depending on parameters p, q ∈ k∗, coincides when p = q
with the usual coordinate Hopf algebra on quantum SL2, and in general is a Hopf algebra
in the category of Z-graded vector space endowed with an appropriate braiding. We show
that cd(Op,q(SL2(k))) = 3 and that Op,q(SL2(k)) is a twisted Calabi-Yau algebra.
A summary of this paper is as follows. Section 2 consists of preliminaries. In Section 3,

we study the relations between categories of modules and bimodules over a braided Hopf
algebra, and then provide the proof of Theorem 3.5. In Section 4 we discuss finiteness
conditions for modules in a tensor category and prove our smoothness criterion (Theorem
4.3). In Section 5 we study the twisted Calabi-Yau property for braided Hopf algebras,
and prove Theorem 5.2. Section 6 provides illustrations of our results on the example of
the coordinate algebra on braided quantum SL2.

Acknowledgements. The second author thanks Rachel Taillefer for her comments on
the proof of Proposition 6.7, and for continuous help and support. She also thanks Julian
Le Clainche for his useful suggestions during discussions.

2. Preliminaries

This section, which also aims at fixing some notation, consists of reminders on monoidal
categories and braided Hopf algebras, together with some preliminary material to be
used in the proof of our comparison of cohomological dimensions for a braided Hopf
algebra. Standard references we use are [22] for ordinary Hopf algebra theory, [10, 14, 20]
for monoidal categories and braided Hopf algebras, and [34] for homological algebra. We
work over a fixed base field k.

2.1. Monoidal and braided monoidal categories. Recall that a monoidal category(C,⊗, I, a, l, r) consists of a category C endowed with the following components:

(1) a bifunctor ⊗ ∶ C × C → C, called the tensor product;
(2) an object I, called the unit of the monoidal category;
(3) three natural isomorphisms expressing properties of the tensor product operation:

● a natural isomorphism

aX,Y,Z ∶ X ⊗ (Y ⊗Z) ≃ (X ⊗ Y )⊗Z
for all objects X,Y,Z in C, called the associativity constraint;
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● two natural isomorphisms

lX ∶ I ⊗X ≃X and rX ∶X ⊗ I ≃X.

for any object X of C, called the left and right unit constraints;

satisfying the familiar pentagon and triangle axioms, see [10, Definition 1.1].
The monoidal category C = (C,⊗, I, a, l, r) is said to be strict if the associativity and

unit constraints a, l, r all are identities of the category.
In this paper the monoidal categories of interest are all categories of vector spaces

endowed with additional structures (most notably categories of comodules over a Hopf
algebra) and with the associativity and unit constraints of vector spaces. In this case
there is no danger in suppressing the associativity and unit constraints, and we follow
this convention, hence considering our monoidal categories as strict monoidal categories.
More generally Mac Lane’s coherence theorem (see e.g. [10, Section 1.5]) states that every
monoidal category is monoidally equivalent to a strict monoidal category, and this justifies
further that we only consider strict monoidal categories.
Working in strict monoidal categories allows us to use the familiar graphical calculus

in monoidal categories: for objects X,Y in C, the identity morphism idX ∶ X → X and a
morphism f ∶ X → Y are denoted by

X

X

and

X

Y

f

and morphisms in C are equal precisely when the corresponding graphical diagrams are
the same up to isotopy.
A braided monoidal category is a monoidal category endowed with a braiding, i.e a

family of natural isomorphisms

cX,Y ∶X ⊗ Y → Y ⊗X

such that for all objects X,Y,Z in C, we have

cX,Y ⊗Z = (idY ⊗cX,Z)○(cX,Y ⊗idZ), cX⊗Y,Z = (cX,Z⊗idY )○(idX ⊗cY,Z), cX,I = idX = cI,X

A braided monoidal category is said to be symmetric when we have cX,Y = c−1Y,X for any
objects X,Y in C.
For objects X and Y of a braided monoidal category C , we denote the braiding iso-

morphism cX,Y and its inverse c−1X,Y respectively by

X Y

Y X

and

Y X

X Y

The braiding axioms then are

X Y Z

Y Z X

cX,Y ⊗Z = and

X Y Z

Z X Y

cX⊗Y,Z =(1)

We will use as well the reverse category of a monoidal category: if C is a monoidal
category, then Crev is the monoidal category endowed with tensor product ⊗rev defined by
X⊗revY = Y ⊗X . If C is braided, then so is Crev, with the braiding defined by c′X,Y = cY,X .
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2.2. Coquasitriangular Hopf algebras. Basic examples of symmetric monoidal cate-
gories are the category kM of k-vector spaces over our base field k, with the (symmetric)
braiding given by the flip operators, and more generally the category of comodules over
a commutative bialgebra. In this subsection, we recall the structure that produces a
braiding on the category of comodules over an arbitrary bialgebra.
A coquasitriangular bialgebra is a bialgebra H equipped with a convolution-invertible

linear form r ∶H ⊗H → k (called a universal r-form) such that, for any x, y, z ∈H ,

(2) yx = r(x(1), y(1))x(2)y(2)r−1(x(3), y(3))
(3) r(xy, z) = r(x, z(1))r(y, z(2)), r(x, yz) = r(x(1), z)r(x(2), y)
A coquasitriangular Hopf algebra is a Hopf algebra which is a coquasitriangular bialgebra.
Let H be a coquasitriangular bialgebra with universal r-form r. For right H-comodules

V and W , the linear map rV,W ∶ V ⊗W →W ⊗ V defined by

rV,W (v ⊗w) = r(v(1),w(1))w(0) ⊗ v(0)(4)

is an H-colinear isomorphism, and it is an immediate verification that the axioms of an r-
form ensure that this procedure defines a braiding onMH , which thus becomes a braided
category, which might be denoted byMH,r if we want to remember the braided structure.

Example 2.1. Let Γ be an abelian group. Then the universal r-forms on the group
algebra kΓ correspond to the bicharacters Γ × Γ→ k∗, i.e the maps ψ such that

ψ(xy, z) = ψ(x, z)ψ(y, z); ψ(x, yz) = ψ(x, y)ψ(x, z) for x, y, z ∈ Γ.

Let us explicitly describe the braiding associated with a such a bicharacter ψ. For this,
recall first thatMkΓ identifies with the category of Γ-graded vector spaces as follows: if
V = (V,α) is a right kΓ-comodule, put, for g ∈ Γ, Vg = {v ∈ V ∣ α(v) = v ⊗ g}. Then
V = ⊕g∈Γ Vg defines a Γ-grading on V . Conversely, if V = ⊕g∈Γ Vg is Γ-graded, putting
α(v) = v ⊗ g for v ∈ Vg, defines a structure of kΓ-comodule on V .
Given a bicharacter ψ, the categoryMkΓ is braided with braiding:

cV,W ∶ V ⊗W Ð→W ⊗ V

v ⊗w ∈ Vg ⊗Wh ↦ ψ(g, h)w ⊗ v
When Γ = Z = ⟨z⟩ is the infinite cyclic group with a fixed generator z, a bicharacter is
uniquely determined by ξ = ψ(z, z). We denote byMkZ,ξ the resulting braided category.

2.3. Algebras, modules, coalgebras and comodules in monoidal categories. The
familiar notions of algebras, modules, coalgebras and comodules in vector spaces categories
have direct generalizations in monoidal categories.
Let C be a monoidal category. Recall that an algebra in C is a triple (A,mA, ηA), where

A ∈ ob(C), and mA ∶ A⊗A→ A and ηA ∶ I → A are morphisms such that

mA ○ (mA ⊗ idA) =mA ○ (idA⊗mA), mA ○ (ηA ⊗ idA) = idA =mA ○ (idA⊗ηA).
Denoting the multiplication and the unit by

mA =

A A

A

and ηA =

I
●

A
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the above associativity and unit axioms read

(5)

AA A

A

=

AA A

A

and

A

●

A

=

A

A

=

A

●

A

.

If A, B are algebras in the monoidal category C, an algebra morphism f ∶ A → B is a
morphism in C such that

f ○mA =mB ○ (f ⊗ f) and f ○ ηA = ηB

Graphically, this means

f

A A

B

=

A A

f f

B

and
●
f

I

A

= ●

I

A

.

Let A be an algebra in C. A left A-module M (in C) is an object M in C together with
a morphism µlM ∶ A⊗M →M , denoted by

MA

M

such that

MA A

M

=

MA A

M

and

M

●

M

=

M

M

.

(6)

The category of left A-modules (in C) is denoted AC, with morphisms the left A-linear
morphisms, defined just as in the classical case. The category CA of right A-modules is
defined similarly.
An A-bimodule in C is an object M in C which is simultaneously a left and right

A-module and such that

AA M

M

=

AA M

M .(7)

The category of A-bimodules in C is denoted ACA.
Example 2.2. Let H be a bialgebra. An algebra in the category of right H-comodulesMH is an H-comodule algebra, that is, an ordinary k-algebra A endowed with an H-
comodule structure such that the coaction map A→ A⊗H is an algebra map in the usual
sense. The category A(MH) of left A-modules in MH is the usual category of relative
Hopf modules AMH , whose objects are vector spaces V endowed simultaneously with a
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right H-comodule and a left A-module structure and such that for any a ∈ A and v ∈ V ,
we have

(a.v)(0) ⊗ (a.v)(1) = a(0).v(0) ⊗ a(1)v(1)
where we have used Sweedler’s notation in the standard way. Similarly, the categories(MH)A and A(MH)A are the familiar categoriesMH

A and AMH
A respectively.

The following result is the straightforward adaptation to monoidal categories of the
familiar free module construction, see [3, Proposition 1.6] for example.

Proposition 2.3. Let C be a monoidal category, let A be an algebra in C, and let V be
an object in C.

(1) Left multiplication endows A⊗V with a structure of left A-module. This construc-
tion defines a functor C → AC which is left adjoint to the forgetful functor AC → C.
A left A-module isomorphic to A⊗ V as above is said to be free.

(2) Right multiplication endows V ⊗A with a structure of right A-module. This con-
struction defines a functor C → CA which is left adjoint to the forgetful functorCA → C. A right A-module isomorphic to V ⊗A as above is said to be free.

(3) Left and right multiplications endow A ⊗ V ⊗ A with a structure of A-bimodule.
This construction defines a functor C → ACA which is left adjoint to the forgetful
functor ACA → C. An A-bimodule isomorphic to A ⊗ V ⊗A as above is said to be
free.

Proof. The proof is similar to the usual one in vector spaces categories. For example, if
X is a left A-module, the map

Φ ∶ Hom
AC(A⊗ V,X)Ð→ HomC(V,X)

f z→ f ○ (ηA ⊗ idV )
is an isomorphism with inverse

Ψ ∶ HomC(V,X)Ð→ Hom
AC(A⊗ V,X)

g z→ µlX ○ (idA⊗g). �

As in the ordinary case of vector spaces, the definition of a coalgebra in a monoidal
category is dual that of an algebra. More precisely, a coalgebra in the monoidal categoryC is a triple (C,∆C , εC), where ∆C ∶ C → C ⊗C and εC ∶ C → I are morphisms, denoted
by

CC

C

and

C

●
I

,

satisfying the coassociativity and counit conditions:

(8) CC C

C

=

CC C

C

and

C

●

C

=

C

C

=

C

●

C

.

The definition of a coalgebra morphism and of the categories of right or left comodules
over a coalgebra in C (denoted CC and CC respectively) are straightforward adaptations
of the ordinary ones, and we omit them.
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Algebras or coalgebras in a monoidal category are algebras or coalgebras in the reverse
category Crev as well, and there are obvious category isomorphisms

CA ≃ ACrev, AC ≃ CrevA , ACA ≃ ACrevA .

2.4. Hopf algebras in braided monoidal categories (braided Hopf algebras).
There is no natural way to formulate the definition of a bialgebra in an arbitrary monoidal
category, but this becomes possible in the presence of a braiding, thanks to the following
construction.
Let C = (C, c) be a braided monoidal category, and let A, B be algebras in C. The

braiding of C gives rise to an algebra structure on the object A ⊗B with multiplication
given by

BA A B

mA⊗cB =

A B .(9)

and unit ηA⊗ηB. The resulting algebra in C is denoted by A⊗cB and is called the braided
tensor product algebra of A and B.
The notion of bialgebra in a braided category is then defined as follows: a bialgebra H =(H,mH , ηH ,∆H , εH) in a braided category C is an algebra (H,mH , ηH) and a coalgebra(H,∆H , εH) in C such that ∆H ∶ H → H ⊗c H and εH ∶ H → I are algebra morphisms;

that is

H H

H H

=

H H

H H

,

I

●

H H

= ● ●

I

H H

and

H H

●

I

= ● ●

I

H H

,

I

I

.=
●
●

I

I

(10)

A Hopf algebra in a braided category C is a braided biagebra H in C such that there exists
a morphism S ∶ H → H in C (called the antipode of H) with S ∗ idH = ηH ○ εH = idH ∗S,
where ∗ is the convolution product (see e.g. [10, Lemma 2.57]), which, in diagrammatic
notation, means that S satisfies

S

H

H

=
●
●

H

H

= S

H

H

.

(11)

A braided Hopf algebra is a Hopf algebra in an appropriate braided category.
Given an algebra A in a braided category C, the opposite algebra Aop is the algebra

having A as underlying object, multiplication defined by mAop = mA ○ cA,A and the same
unit as A. In case C is a category of ordinary vector spaces, the opposite algebra Aop

above should not be confused with the usual opposite algebra, and in that case Aop might
be denoted Aop,c to highlight the dependency on the braiding c. One defines similarly the
co-opposite coalgebra Ccop of a coalgebra C in C. The antipode of a Hopf algebra H in C
is then an algebra map H →Hop and a coalgebra map H →Hcop (see e.g. [10, Proposition
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2.65]), which, in diagrammatic notation, means

i.
S

H H

H

=

H H

S S

H

, ●
S

I

H

= ●

I

H

,

(12)

ii.
S

H

HH

= S S

H

H H
,

●
S

H

I

= ●

H

I

.

(13)

If A is a Hopf algebra in a braided category C and M is an object in C, then ε⊗ idM ∶
A⊗M →M defines a left A-module structure on M , and we denote by εM the resulting
left A-module. If M is a right A-module, then εM , with the left A-module structure
above, becomes an A-bimodule. Similarly, we construct the right A-module Mε and the
A-bimodule Mε if M is a left A module. For the unit object I of C, we obtain in this way
the trivial left and right A-modules εI and Iε.

2.5. Abelian categories and projective dimensions. In this paper, the abelian cat-
egories we consider are abelian k-linear categories, which means that our categories are
abelian categories in the usual sense and moreover each Hom set is endowed with a
structure of vector space over k, and the composition operation is k-bilinear. The basic
examples of course are module or bimodule categories AM,MA or AMA over a k-algebra
A.
Let C be an abelian k-linear category. If C has enough projectives, which as usual

means that for every object X of C there is an epimorphism P ↠ X with P projective,
then every object X in C has a projective resolution and the projective dimension of X ,
denoted by pdC(X), is defined to be the smallest possible length of a projective resolution
of X . An alternative description of pdC(X) is given by the formula

pdC(X) = sup{n ∈ N ∣ ∃Y ∈ ob(C),ExtnC(X,Y ) ≠ {0}} ∈ N ∪ {∞}
= inf{n ∈ N ∣ Extn+1C (X,Y ) = 0, ∀Y ∈ ob(C)}

where Ext∗C(−,−) are the usual Yoneda Ext-spaces of the abelian category C, which can be
computed using projective resolutions of the first factor when C has enough projectives,
and using injective resolutions of the second factor when C has enough injectives.
The projective dimension of C (still assuming that C has enough projectives) is then

defined by

pd(C) = sup{pdC(M), M ∈ ob(C)}.
For a k-algebra A, the projective dimension of a left (resp. right) A-module M is
pdA(M) = pd

AM
(M) (resp. pdAop(M) = pdMA

(M)), and the left and right global di-

mensions of A are respectively defined by

l.gldim(A) = pd(AM), r.gldim(A) = pd(MA).
When l.gldim(A) and r.gldim(A) coincide, the common quantity is denoted gldim(A),

and is called the global dimension of A. Finally, the Hochschild cohomological dimension

of A is defined by

cd(A) = pd
AMA
(A).
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It is well known (see e.g. [13, Proposition IX.7.6]) that

l.gldim(A) ≤ cd(A), r.gldim(A) ≤ cd(A).
We record, for future use, a well-known useful result (see e.g. [1]).

Proposition 2.4. Let C and D be k-linear abelian categories, and let F ∶ C → D and
G ∶ D → C be some k-linear exact functors with G right adjoint to F .

(1) If P ∈ ob(C) is projective, then F (P ) ∈ ob(D) is also projective. If C has enough
projectives and furthermore G is faithful, then D also has enough projectives.

(2) If P ∈ ob(D) is injective, then G(P ) ∈ ob(C) is also injective. If D has enough
injectives and furthermore F is faithful, then C also has enough injectives.

(3) Suppose that C and D have enough projectives or injectives. Then we have natural
isomorphisms

Ext∗D(F (X), V ) ≃ Ext∗C(X,G(V ))
for any X ∈ ob(C) and V ∈ ob(D). In particular, if C and D have enough projec-
tives, then we have pdD(F (X)) ≤ pdC(X).

In order that the inequality of projective dimensions in the above result becomes an
equality, we need one more assumption on the functor F . Let C,D be categories and let
F ∶ C → D be a functor. Then F induces a natural transformation

P−,− ∶ HomC(−,−) Ð→ HomD (F (−), F (−)).
We say that F is a separable functor [27] if there is natural transformation

M−,− ∶ HomD (F (−), F (−)) Ð→ HomC(−,−)
such that M−,− ○P−,− = 1HomC(−,−).
The following result is certainly well known, for a proof we refer the reader to the

obvious adaptation of [6, Proposition 14].

Proposition 2.5. Let C and D be k-linear abelian categories having enough projective
objects, and let F ∶ C → D be a k-linear functor. Assume that F is exact, preserves
projective objects and is separable. Then for any object X in C, we have pdC(X) =
pdD(F (X)).
The main examples of separable functors we consider in this paper are provided by the

following result from [11].

Proposition 2.6. Let H be a cosemisimple Hopf algebra and let A be a right H-comodule
algebra. The forgetful functors AMH → AM andMH

A →MA are separable.

Proof. These are left-right variations on [11, Corollary 3.5] or [12, Corollary 24], based on
Rafael’s separability criterion for adjoint functors, see also the direct approach using the
Haar integral in [6, Lemma 20]. �

2.6. Abelian monoidal categories. An abelian k-linear monoidal category is a k-linear
abelian category C endowed with a monoidal category structure such that the bifunctor
−⊗− ∶ C×C → C is k-bilinear and such that for any object X in C, the functors X⊗− ∶ C → C
and − ⊗X ∶ C → C are exact.
An abelian k-linear braided category is an abelian k-linear monoidal category endowed

with a braiding (and hence is in particular a braided monoidal category).
Notice that exactness of the above tensor product functors in the definition of an abelian

k-linear monoidal category is not always assumed in the literature, but it is convenient,
in order to simplify the terminology, to include these conditions as part of our axioms.
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Proposition 2.7. Let C be an abelian k-linear monoidal category, and let A be an algebra
in C. The categories AC, CA and ACA are all abelian k-linear, and have enough projective
objects if C has.

Proof. That AC, CA and ACA are all abelian is proved for example in [2], and that these
categories have enough projective objects if C has follows from the combination of Propo-
sition 2.3 and of Proposition 2.4. �

We now specialize to the abelian k-linear monoidal category MH with H a bialgebra.
Let A be a right H-comodule algebra. Then (see [12] or [6]) the forgetful functor ΩH ∶

AMH
A Ð→ AMA has a right adjoint

R ∶ AMA Ð→ AMH
A

V z→ V ⊙H

where V ⊙H is V ⊗H as vector space, its H-bimodule structure is given by

x ⋅ (v ⊗ a) = x(0) ⋅ v ⊗ x(1)h, (v ⊗ a) ⋅ x = v ⋅ x(0) ⊗ hx(1)
and its H-comodule structure is induced by the comultiplication of H . Similarly, if V is a
left (resp. right) A-module, when endowing V ⊗H with only the above left (resp. right)
A-module structure, we denote it by V ⊡H (resp. V⟐ H), and obtain an object in AMH

(resp. in MH
A ), and this defines a functor AM Ð→ AMH (resp. MA Ð→MH

A ) which is
right adjoint to the forgetful functor ΩH ∶ AMH Ð→ AM (resp. ΩH ∶MH

A Ð→MA).

Proposition 2.8. Let H be a bialgebra and let A be a right H-comodule algebra. Then
the categories AMH , MH

A and AMH
A are all abelian k-linear categories having enough

injectives, and have enough projectives if MH has. We have, for any object V in AMH
A

(resp. in AMH , resp. in MH
A ) and any A-bimodule (resp. any left A-module, resp. any

right A-module) W , natural isomorphisms

Ext∗
AMA
(ΩH(V ),W ) ≃ Ext∗

AM
H
A
(V,W ⊙H)(14)

(resp. Ext∗
AM
(ΩH(V ),W ) ≃ Ext∗

AMH(V,W ⊡H))(15)

(resp. Ext∗MA
(ΩH(V ),W ) ≃ Ext∗MH

A
(V,W ⟐H)).(16)

In particular, if H is a cosemisimple Hopf algebra, the categories AMH , MH
A and AMH

A

are abelian k-linear categories having enough projectives, and we have for any object V in

AMH (resp. in MH
A ),

pd
AMH(V ) = pd

AM
(V ), (resp. pdMH

A
(V ) = pdMA

(V )).
Proof. Our categories are abelian by Proposition 2.7, and the remaining statements follow,
by Proposition 2.4, from the existence of previous adjoint functors and the fact that the
categories AMH

A , AMH andMH
A have enough injectives, and from Proposition 2.5. �

3. Modules and bimodules over a braided Hopf algebra and projective

dimensions

In this section we prove our result on the comparison of the global dimension and
the Hochschild cohomological dimension for some braided Hopf algebras. We begin by
examining the relations between modules and bimodules over a braided Hopf algebra.

Proposition 3.1. Let C be a braided category and let A be a bialgebra in C. Let V be
a left A-module in C. Endow V ⊗ A with the right A-module structure defined by right
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multiplication. Then the morphism

A V A

V A

µlV ⊗A =

provides V ⊗A with a left A-module structure, hence with an A-bimodule structure in C.
Denoting the resulting A-bimodule by V ⊠A, this construction yields a functor

L = − ⊠A ∶ AC Ð→ ACA
V z→ V ⊠A.

Proof. We verify that µlV ⊗A is indeed a left A-module structure on V ⊗A, which means,

µlV ⊗A ○ (mA ⊗ idV ⊗A) = µlV ⊗A ○ (idA⊗µlV ⊗A) ∶
A A V A

V A

=
(10)

A A V A

V A

=

A A V A

V A

=
(5)

A A V A

V A

=

A A V A

V A

.

and µlV ⊗A ○ (ηA ⊗ idV ⊗A) = idV ⊗A ∶
A V A
●

V A

=
(10)

A V A
● ●

V A

=

V A

V A
.

Thus, we need only check the compatility of the two structures in order to conclude that
V ⊠A is a well-defined A-bimodule and we leave this verification to the reader. Now, let
f ∈ Hom

AC(V,W ), we see that f ⊗ idA ∈ HomAC(V ⊠A,W ⊠A):
A V A

f

V A

=

A V A

V A

=
f

A V A

f

AV

.
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Similarly, we also observe that f⊗idA is a morphism in CA. Consequently, it is a morphism
in ACA, implying that L defines a functor. �

The following is [20, Proposition 3.7.1], we include the proof for the sake of complete-
ness.

Proposition 3.2. Let C be a braided category and A be a Hopf algebra in C. Let M be
an A-bimodule in C, the morphism

µl
M̃
=

A M

M

S

endows M with a left A-module structure in C. We then denote by M̃ the resulting left
A-module. This construction defines a functor

R ∶ ACA Ð→ AC
M ↦ M̃

Proof. We begin by showing that µl
M̃
○ (mA ⊗ idM̃) = µlM̃ ○ (idA⊗µlM̃) ∶

A MA

S

M

=

(10)

A MA

S

M

=

(12)

A MA

S S

M

=
(6)

A MA

S S

M

=

A MA

S S

M

=

A MA

S S

M
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=
(6)

A A M

M

S
S

=

A A M

M

S

S

.

Then,

●

M

M

S

=
(10)

● ●

M

M

S

=
(12)

● ●

M

M

=

M

M

, that is, µl
M̃
○ (ηA ⊗ idM) = idM .

This finishes our proof. �

Proposition 3.3. Let C be a braided category and A be a Hopf algebra in C. Then the
functor R ∶ ACA Ð→ AC is right adjoint to the functor L = − ⊠A ∶ AC Ð→ ACA.
Proof. Let V ∈ AC and M ∈ ACA. Consider

ΦV,M ∶ HomACA(V ⊠A,M) Ð→ Hom
AC(V, M̃)

f z→ f̃ = f ○ (idV ⊗ηA).
We verify that f̃ is well defined as a morphism in AC, which means µl

M̃
○(idA⊗f̃) = f̃ ○µlV ∶

●

A V

f
S

M

=

●

A V

f S

M

=

(∗)

●

A V

S

f

M

=

A V

S

f

M

A V

S

f

M

= =

(8)

A V

S

=

(11)

M

f

A V

●

●

f

M

=

A V

●

f

M

.
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In the above computation, the equality (∗) arises from the fact that f is a morphism in

ACA. We also have the map

ΨV,M ∶ HomAC(V, M̃)Ð→ Hom
ACA(V ⊠A,M)

g z→ g̃ = µrM ○ (g ⊗ idA).
where we check similarly that g̃ is a morphism in ACA. It is then straightforward to check
that ΦV,M and ΨV,M are inverse natural isomorphims, and we conclude that the functor
R is right adjoint to L = − ⊠A. �

We obtain the following generalization of [16, Proposition 5.6].

Corollary 3.4. Let C be an abelian k-linear braided category with enough projectives and
let A be a Hopf algebra in C. There exists a natural isomorphism

Ext∗
ACA
(A,M) ≃ Ext∗

AC
(εI, M̃).

and we have pd
ACA
(A) = pd

AC
(εI) = pdCA(Iε).

Proof. The categories ACA and AC are abelian k-linear by Proposition 2.7, the adjoint
functors in Proposition 3.3 are exact, and we have clearly εI⊠A = A. Hence, the announced
natural isomorphisms are obtained from Proposition 2.4, and we get pd

ACA
(A) ≤ pd

AC
(εI)

as well.
For a left A-module M , consider the A-bimodule Mε as in the end of Subsection 2.4.

Then the morphism M → M̃ε which is the identity in C is an isomorphism in AC, because
A M

S

●

=

A M

S

●

●

=

A M

.

Thus M̃ε ≃M in AC and we obtain

Ext∗
ACA
(A,Mε) ≃ Ext∗AC(εI, M̃ε) ≃ Ext∗AC(εI,M).

Hence pd
AC
(I) ≤ pd

ACA
(A), and it follows that pd

ACA
(A) = pd

AC
(I). The equality

pdCA(Iε) = pdACA
(A) is obtained by applying the left case to the reverse category Crev. �

Theorem 3.5. Let A be a Hopf algebra in the braided category MH of comodules over
a coquasitriangular cosemisimple Hopf algebra H. Then we have

cd(A) = l.gldim(A) = r.gldim(A) = pdA(εk) = pdAop(kε).
Proof. We have

(1) pd
AM

H
A
(A) = pd

AMH(εk) by Corollary 3.4;

(2) pd
AMH(εk) = pdAM

(εk) by Proposition 2.8;
(3) pd

AMA
(A) ≤ pd

AM
H
A
(A) by [6, Corollary 11] (which follows from Proposition 2.4,

because the (exact) forgetful functor AMH
A → AMA has an exact right adjoint).

Hence we obtain

l.gldim(A) ≤ cd(A) = pd
AMA
(A) ≤ pd

AM
H
A
(A) = pd

AMH(εk) = pdAM
(εk) ≤ l.gldim(A)

which gives the announced equality for left global dimension, and the one for right global
dimension is obtained similarly. �
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Remark 3.6. Let A be a Hopf algebra in the braided category MH of comodules over a
coquasitriangular Hopf algebra H . Then for an object M ∈ AMH

A , the isomorphisms

Ext∗
AMH

A
(A,M) ≃ Ext∗

AMH(εk, M̃)
in Corollary 3.4 are valid without assuming that MH has enough projectives. This fol-
lows from Proposition 3.3, Proposition 2.8 (the categories AMH

A and AMH have enough
injectives) and Proposition 2.4. In particular, combining this with Proposition 2.8 gives,
for any A-bimodule M , the following description for Hochshild cohomology:

H∗(A,M) = Ext∗
AMA
(A,M) ≃ Ext∗

AMH
A
(A,M ⊙H)

≃ Ext∗
AMH(εk, M ⊙ H̃ ).

4. Finiteness conditions and smoothness

In this section we use the previous constructions to obtain a convenient smoothness
criterion for a Hopf algebra in the braided category of comodules over a coquasitriangular
Hopf algebra.
Let us first recall the following standard finiteness condition [9] on a module over an

ordinary k-algebra A: a left A-moduleM is said to be of type FP∞ if it admits a projective
resolution by finitely generated and projective A-modules, and is said to be of type FP
if it admits a finite projective resolution by finitely generated A-modules, which means
that there is an exact sequence of A-modules

0→ Pn → Pn−1 →⋯P2 → P1 → P0 →M → 0

where each Pi is a finitely generated and projective A-module. A similar definition holds
for right modules and for bimodules, and an algebra A is said to be smooth if A is of type
FP as an A-bimodule.
To adapt the definition of a module of type FP to a more general monoidal categoryC, recall first that an object V in C is said to have a left dual if there exists an object V ∗

together with morphisms e ∶ V ∗ ⊗ V → I and δ ∶ I → V ⊗ V ∗ such that

(idV ⊗e) ○ (δ ⊗ idV ) = idV , (e⊗ idV ∗) ○ (idV ∗ ⊗ δ) = idV ∗
When C = kM, a vector space V has a left dual if and only if it is finite dimensional.

Definition 4.1. Let C be an abelian k-linear monoidal category and let A be an algebra
in C.

(1) A left A-module M is said to be relative projective if M is isomorphic, as an
A-module, to a direct summand of a free A-module A⊗ V .

(2) A left A-module M is said to be finite relative projective if M is isomorphic, as
an A-module, to a direct summand of a free A-module A ⊗ V , with V an object
of C having a left dual.

(3) A left A-moduleM is said to be of type FP∞ if it has a resolution by finite relative
projective A-modules.

(4) A left A-module M is said to be of type FP if it has a finite resolution by finite
relative projectives, in the sense that there exists an exact sequence of A-modules

0→ Pn → Pn−1 →⋯P2 → P1 → P0 →M → 0

where for each i, the A-module Pi is finite relative projective.

Of course similar definitions hold for right A-modules and for A-bimodules.
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Proposition 4.2. Let C be a braided category and let A be an algebra in C. The functor
L = − ⊠A ∶ AC Ð→ ACA transforms free A-modules into free A-bimodules. If moreover C
is an abelian k-linear braided category, then the functor L transforms objects that are of
type FP (resp of type FP∞) in AC into objects that are of type FP (resp. of type FP∞) in

ACA.
Proof. One has to prove that for an object V of C, the A-bimodule (A⊗V )⊠A is isomorphic
to the free A-bimodule A⊗V ⊗A. Consider the linear map f ∶ A⊗V ⊗AÐ→ (A⊗V )⊠A
defined by

A V A

A V A

We first check that f ○ (mA ⊗ idV ⊗A) = µl(A⊗V )⊗A ○ (idA⊗f),
A A V A

A V A

=
(10)

A A V A

VA A

=
(5)

A A V A

.

So f is a morphism in AC and it is not difficult to verify that f is a morphism in CA. Thus
f is indeed a morphism in ACA. Moreover f is an isomorphism with inverse

A V A

S

A V A

.

This means the functor L transforms free A-modules into free A-bimodules, and the
remaining statements follow from the exactness of L. �

We get the announced smoothness criterion.

Theorem 4.3. Let A be a Hopf algebra in the braided category MH of comodules over
a coquasitriangular Hopf algebra H. If εk is of type FP in AMH , then A is a smooth
algebra.

Proof. We have L(εk) ≃ A, hence A is of type FP in AMH
A if εk is of type FP in AMH , by

Proposition 4.2. It follows that A is of type FP in AMA, since finite relative projective
objects in AMH

A clearly are finitely generated projective A-bimodules. �

Remark 4.4. Let H be a Hopf algebra and let A be a right H-comodule algebra. If A is
(left) Noetherian, then every object in AMH that is finitely generated as an A-module is
of type FP∞ in AMH .

Proof. This is similar to the usual argument with ordinary modules: let M be an object
in AMH and let V ⊂ M be a finite-dimensional subspace that generates M as an A-
module. Then there is a finite-dimensional H-subcomodule W ofM that contains V , and
a surjective A-linear and H-colinear map A ⊗W →M . The kernel is an object of AMH



COHOMOLOGICAL DIMENSION OF BRAIDED HOPF ALGEBRAS 17

and is finitely generated by Noetherianity of A, so we can repeat the process to get the
desired resolution of M . �

We now use the FP∞ condition to construct a comodule structure on certain Ext spaces.
This will be used in the next section and relies on the following observation.

Lemma 4.5. Let H be a Hopf algebra with bijective antipode and let A be an H-comodule
algebra. Let P be a finite relative projective object in AMH . Then there is a map

δ ∶ HomA(P,A)Ð→ HomA(P,A)⊗H
f z→ f(0) ⊗ f(1)

such that for all x ∈ P ,

f(0)(x)⊗ f(1) = f(x(0))(0) ⊗ S−1H (x(1))f(x(0))(1)(17)

that endows HomA(P,A) with an H-comodule structure, and makes it into an object inMH
A (HomA(P,A) being endowed with its natural right A-module structure).

Proof. Start with the the map

δ0 ∶ HomA(P,A)Ð→ HomA(P,AA⊗H)
f z→ δ0(f), δ0(f)(x) = f(x(0))(0) ⊗ S−1H (x(1))f(x(0))(1)

Let us check that δ0(f) is indeed A-linear. For a ∈ A and x ∈ P , we have

δ0(f)(a.x) = f((a.x)(0))(0) ⊗ S−1H ((a.x)(1))f((a.x)(0))(1)
= f(a(0).x(0))(0) ⊗ S−1H (a(1)x(1))f(a(0).x(0))(1)
= (a(0)f(x(0)))(0) ⊗ S−1H (a(1)x(1))(a(0)f(x(0)))(1)
= a(0)f(x(0))(0) ⊗ S−1H (a(2)x(1))a(1)f(x(0))(1)
= a(0)f(x(0))(0) ⊗ S−1H (x(1))S−1H (a(2))a(1)f(x(0))(1)
= af(x(0))(0) ⊗ S−1H (x(1))f(x(0))(1).

Since P is finite relative projective in AMH , it is in particular finitely generated projective
as an A-module and the map

HomA(P,A)⊗H Ð→ HomA(P,AA⊗H)
∑
i

ϕi ⊗ hi z→ (x ↦∑
i

ϕi(x)⊗ hi)
is an isomorphim. The map δ is then obtained from the composition of the inverse of this
map and δ0. Now we check that δ is coassociative. Applying (id⊗∆H) to (17), we have,
for all x ∈ P ,

f(0)(x)⊗∆H(f(1)) = f(x(0))(0) ⊗ S−1H (x(1))(1)f(x(0))(1) ⊗ S−1H (x(1))(2)f(x(0))(2)
= f(x(0))(0) ⊗ S−1H (x(2))f(x(0))(1) ⊗ S−1H (x(1))f(x(0))(2).

On the other hand we have

f(0)(0)(x)⊗ f(0)(1) ⊗ f(1) = f(0)(x(0))(0) ⊗ S−1H (x(1))f(0)(x(0))(1) ⊗ f(1)
= f(x(0))(0) ⊗ S−1H (x(2))f(x(0))(1) ⊗ S−1H (x(1))f(x(0))(2)

and this proves the coassociativity. The counit property is an easy verification, and we
have indeed defined the anounced comodule structure on HomA(P,A).
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For a ∈ A, we have

(f ⋅ a)(0)(x)⊗ (f ⋅ a)(1) = (f ⋅ a)(x(0))(0) ⊗ S−1H (x(1))(f ⋅ a)(x(0))(1)
= (f(x(0))a)(0) ⊗ S−1H (x(1))(f(x(0))a)(1)
= f(x(0))(0)a(0) ⊗ S−1H (x(1))f(x(0))(1)a(1)
= f(0) ⋅ a(0)(x)⊗ f(1)a(1)

and this shows that HomA(P,A) is indeed an object inMH
A . �

Lemma 4.6. Let H be a Hopf algebra with bijective antipode, and let A be an H-comodule
algebra. Let M be an A-module of type FP∞ in AMH . For n ∈ N, the comodule structure
of Lemma 4.5 induces a map

δ̄ ∶ ExtnA(M,A) Ð→ ExtnA(M,A)⊗H
[f]z→ [f](0) ⊗ [f](1) = [f(0)]⊗ f(1)

making ExtnA(M,A) into an H-comodule, and an object in MH
A .

Proof. Let (P∗, d∗)Ð→M be a projective resolution of M in AMH such that for each n,
Pn is finite relative projective. Each HomA(Pn,A) inherits the H-comodule structure of
Lemma 4.5, and to prove our assertion, it is enough to check that the following diagram
commutes:

HomA(Pn,A) HomA(Pn+1,A)

HomA(Pn,A)⊗H HomA(Pn+1,A)⊗H

−○dn+1

δ δ

(−○dn+1)⊗idH

For f ∈ HomA(Pn,A) and x ∈ Pn+1 we have, using the colinearity of dn+1,

f(0) ○ dn+1(x)⊗ f(1) = f(dn+1(x)(0))(0) ⊗ S−1H (dn+1(x)(1))f(dn+1(x)(0))(1)
= f(dn+1(x(0)))(0) ⊗ S−1H (x(1))f(dn+1(x(0)))(1)
= (f ○ dn+1)(0)(x)⊗ (f ○ dn+1)(1)

and this concludes the proof of the lemma. �

We conclude this section by a last lemma, that we will use in Section 6.

Lemma 4.7. Let H be a Hopf algebra with bijective antipode, and let A be an H-comodule
algebra. Let M be a A-module of type FP in AMH having a resolution

0→ Pn → Pn−1 →⋯P2 → P1 → P0 →M → 0

with each A-module Pi finite relative projective and Pn = A. Assume moreover that
ExtnA(M,A) is one dimensional. Then the group-like corresponding to the H-comodule
structure on ExtnA(M,A) in Lemma 4.6 is trivial.

Proof. It is a straightforward verification that under the identification A ≃ HomA(A,A),
the H-coaction of Lemma 4.5 on HomA(A,A) is given by a ↦ a(0) ⊗ a(1). The right
A-module ExtnA(M,A) is the cokernel of the right A-linear map HomA(Pn−1,A) →
HomA(A,A) ≃ A, which is surjective if and only if 1A belongs to its image. The as-
sumption dimk(ExtnA(M,A)) = 1 then ensures that the class of 1A generates the vector
space ExtnA(M,A) and our first observation in the proof thus ensures that the H-coaction
is trivial. �
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5. Homological duality

In this section we provide a convenient criterion that ensures that a braided Hopf
algebra in a comodule category is twisted Calabi-Yau.

5.1. Twisted Calabi-Yau algebras. We begin the section by recalling the concept of
twisted Calabi-Yau algebra. Recall that if R is an algebra and M,N are left R-modules
with N is a right S-module for another algebra S such that N is a R-S-bimodule, then
the space of right R-linear maps HomR(M,N) carries a natural right S-module structure
defined by

(f ⋅ s)(x) = f(x) ⋅ s.
This induces a natural right S-module structure on Ext∗R(M,N). In particular the
Hochschild cohomology spaces H∗(A,AA⊗AA) = ExtAe(A,Ae) are naturally right Ae-
modules, hence A-bimodules. The following condition appears in [8] under the name rigid
Gorenstein, see for example [24] for the present terminology.

Definition 5.1. An algebra A is said to be twisted Calabi-Yau of dimension n ≥ 0 if A is
smooth and

H i(A, AA⊗AA) ≃ {{0} if i ≠ n

Aµ if i = n

as A-bimodules, for an algebra automorphism µ ∈ Aut(A), called the Nakayama automor-
phism of A.

The interest in the twisted Calabi-Yau condition comes from the fact that it induces
a duality between the Hochschild homologies and cohomologies [32]: if A is a twisted
Calabi-Yau algebra of dimension n with Nakayama automorphism µ, then necessarily
n = cd(A), and if M is an A-bimodule, then we have for any i ≥ 0

H i(A,M) ≃Hn−i(A, µ−1M)
We will prove the following result, which generalizes the usual result [8, Corollary 5.2]

for ordinary Hopf algebras.

Theorem 5.2. Let A be a Hopf algebra with bijective antipode in the braided categoryMH of comodules over a coquasitriangular Hopf algebra H. Assume that the A-module εk

is of type FP in AMH and that there is an integer n ≥ 0 such that ExtiA(εk,A) = {0} for
i /= n and ExtnA(εk,A) is one-dimensional. Then A is twisted Calabi-Yau of dimension n,
with Nakayama automorphism defined by

µ(a) = ψ(a[1])r(a[2](1), SH(a[2](2))g−1)S2
A(a[2](0))

where ψ ∶ A → k is the algebra map corresponding to the A-module structure on
ExtnA(εk,A) and satisfies ψ(a(0))a(1) = ψ(a)1 for any a ∈ A, and g ∈ H is the group-
like element corresponding to the H-comodule structure on ExtnA(εk,A) from Lemma 4.6.

The rest of the section is devoted to the proof of Theorem 5.2.

5.2. The structure of H∗(A, AA ⊗ AA). Theorem 5.2 will be a consequence of the
following result.

Theorem 5.3. Let A be a Hopf algebra in the braided categry MH of comodules over
a coquasitriangular Hopf algebra H. If εk is of type FP∞ in AMH , then there is an
isomorphism of right Ae-modules

H∗(A, AA⊗AA) ≃ Ext∗A(εk, AA)⊗A
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where the right Ae-action on Ext∗A(εk, AA)⊗A is defined by

([f]⊗ a′) ⋅ (a⊗ b) = ([f] ⋅ a[1])(0) ⊗ ba′S2
A(a[2](0))r[a[2](1), SH(a[2](2))SH(([f] ⋅ a[1])(1))]

with the right A-structure on Ext∗A(εk, AA) induced by right multiplication in A and the
right H-comodule structure being the one of Lemma 4.6.

Taking Theorem 5.3 for granted, the proof of Theorem 5.2 follows easily:

Proof of Theorem 5.2. Let A be a Hopf algebra in the braided categryMH of comodules
over a coquasitriangular Hopf algebra H . If εk is of type FP in AMH , we know from
Theorem 4.3 that A is smooth. Assuming moreover that ExtiA(εk,A) = {0} for i ≠ n,
we obtain from Theorem 5.3 that H i(A, AA ⊗AA) = {0} for i ≠ n. Assume finally that
ExtnA(εk,A) is one dimensional and let ψ ∶ A→ k be the algebra map corresponding to the
A-module structure on ExtnA(εk,A) and g ∈H be the group-like element corresponding to
the H-comodule structure on ExtnA(εk,A) given by Lemma 4.6. It is easily seen from the
fact that ExtnA(εk,A) is an object inMH

A (Lemma 4.6) that ψ satisfies ψ(a(0))a(1) = ψ(a)1
for any a ∈ A (while there is no such condition on g). Then the right Ae-module on the
right term of Theorem 5.3 is

([f]⊗ a′) ⋅ (a⊗ b) = ([f] ⋅ a[1])(0) ⊗ ba′S2
A(a[2](0))r[a[2](1), SH(a[2](2))SH(([f] ⋅ a[1])(1))]

= ψ(a[1])[f](0) ⊗ ba′S2
A(a[2](0))r[a[2](1), SH(a[2](2))SH([f](1))]

= [f]⊗ ba′ψ(a[1])S2
A(a[2](0))r[a[2](1), SH(a[2](2))g−1]

and therefore Theorem 5.2 follows from Theorem 5.3. �

5.3. Proof of Theorem 5.3. We now fix a coquasitriangular Hopf algebra H and a Hopf
algebra A in the braided categoryMH , for which we use the following Sweedler notation
for the respective comultiplications and coaction of H on A:

∆A(a) = a[1] ⊗ a[2], ∆H(x) = x(1) ⊗ x(2), α(a) = a(0) ⊗ a(1).
The H-colinearity of ∆A reads, for a ∈ A,

a[1](0) ⊗ a[2](0) ⊗ a[1](1)a[2](0) = a(0)[1] ⊗ a(0)[2] ⊗ a(1)(18)

and, if we apply idA⊗α ⊗ idH to both sides of this equality, we obtain:

a[1](0) ⊗ a[2](0) ⊗ a[2](1) ⊗ a[1](1)a[2](2) = a(0)[1] ⊗ a(0)[2](0) ⊗ a(0)[2](1) ⊗ a(1)(19)

Since SA is also H-colinear, we have as well

SA(a)(0) ⊗ SA(a)(1) = SA(a(0))⊗ a(1).(20)

The following result, which provides an isomorphism between two natural objects in

AMH , generalizes a known result for ordinary Hopf algebras [8, Lemma 2.2].

Proposition 5.4. Let A be a Hopf algebra in the braided categoryMH of comodules over
a coquasitriangular Hopf algebra H. We have an isomorphism in AMH :

F ∶ (AA⊗A) ⊡H Ð→ (AA⊗AA)⊙ H̃
defined by

F (a⊗ b⊗ h) = a(0) ⋅ (1⊗ b⊗ SH(a(1))h)
= a[1](0) ⊗ bSA(a[2](0))⊗ h(2) r (a[2](1), SH(a[1](1)a[2](2))h(1)) ,

with inverse
G ∶ AA⊗AA ⊙ H̃ Ð→ AA⊗A ⊡H

given by

G(a⊗ b⊗ h) = a[1](0) ⊗ bS2
A(a[2](0))⊗ h(2) r (a[2](1), SH(a[1](1)a[2](2))h(1)) .
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Proof. Using the left A-module structure from Proposition 3.2, and (2) and (19), we have

F (a⊗ b⊗ h) = a(0) ⋅ (1⊗ b⊗ SH(a(1))h)
= a(0)[1](0) ⊗ bSA(a(0)[2](0))⊗ a(0)[1](1) (SH(a(1))h)(1) a(0)[2](1)r [a(0)[2](2), (SH(a(1))h)(2)]
= a(0)[1](0) ⊗ bSA(a(0)[2](0))⊗ a(0)[1](1)a(0)[2](2) (SH(a(1))h)(2) r [a(0)[2](1), (SH(a(1))h)(1)]
= a(0)[1] ⊗ bSA(a(0)[2](0))⊗ a(1)SH(a(2))h(2)r [a(0)[2](1), SH(a(3))h(1)]
= a(0)[1] ⊗ bSA(a(0)[2](0))⊗ h(2)r [a(0)[2](1), SH(a(1))h(1)]
= a[1](0) ⊗ bSA(a[2](0))⊗ h(2)r [a[2](1), SH(a[1](1)a[2](2))h(1)] .

We obtain the expression of F as stated. For x ∈ A, we have

F (x ⋅ (a⊗ b⊗ h)) = F (x(0)a⊗ b⊗ x(1)h)
= (x(0)a)(0) ⋅ (1⊗ b⊗ SH((x(0)a)(1)))x(1)h)
= (x(0)a(0)) ⋅ (1⊗ b⊗ SH(x(1)a(1))x(2))
= x ⋅ (a(0) ⋅ (1⊗ b⊗ SH(a(1))))
= x ⋅ F (a⊗ b⊗ h).

Hence F is A-linear, and it is immediate to check that F is also H-colinear. It remains
to prove that F is indeed an isomorphism with inverse G. We have

F ○G(a⊗ b⊗ h) = F (a[1](0) ⊗ bS2
A(a[2](0))⊗ h(2)) r (a[2](1), SH(a[1](1)a[2](2))h(1))

= a[1](0)[1](0) ⊗ bS
2
A(a[2](0))SA(a[1](0)[2](0))⊗ h(3)

r (a[1](0)[2](1), SH(a[1](0)[1](1)a[1](0)[2](2))h(2)) r (a[2](1), SH(a[1](1)a[2](2))h(1))
= a[1](0)[1] ⊗ bS

2
A(a[2](0))SA(a[1](0)[2](0))⊗ h(3) r (a[1](0)[2](1), SH(a[1](1))h(2))

r (a[2](1), SH(a[1](2)a[2](2))h(1)) (by using (19) for a[1](0))
= a[1](0) ⊗ bS

2
A(a[3](0))SA(a[2](0))⊗ h(3) r (a[2](1), SH(a[1](1)a[2](2))h(2))

r (a[3](1), SH(a[1](2)a[2](3)a[3](2))h(1)) (applying again (19) to a[1])
= a[1](0) ⊗ bSA (a[2](0)SA(a[3](0)))⊗ h(3) r−1 (a[2](1), a[3](1)) r (a[2](2), h(2))

r (a[2](3), SH(a[1](1)a[2](4))) r (a[3](2), h(1)) r (a[3](3), SH(a[1](2)a[2](5)a[3](4)))
where we have used the fact that SA is an algebra anti-morphism in MH for the last
equality. Using successively the properties of r, we get

F ○G(a⊗ b⊗ h)
= a[1](0) ⊗ bSA (a[2](0)SA(a[3](0)))⊗ h(2) r−1 (a[2](1), a[3](1)) r (a[3](2)a[2](2), h(1))

r (a[2](3), SH(a[1](1)a[2](4))) r (a[3](3), SH(a[1](2)a[2](5)a[3](4)))
= a[1](0) ⊗ bSA (a[2](0)SA(a[3](0)))⊗ h(2)r−1 (a[2](2), a[3](2))r (a[2](1)a[3](1), h(1))

r (a[2](3), SH(a[1](1)a[2](4))) r (a[3](3), SH(a[1](2)a[2](5))) r (a[3](4), SH(a[3](5)))
= a[1](0) ⊗ bSA (a[2](0)SA(a[3](0)))⊗ h(2) r−1 (a[2](2), a[3](2)) r (a[2](1)a[3](1), h(1))

r (a[3](3)a[2](3), SH(a[1](1)a[2](4))) r (a[3](4), SH(a[3](5)))
= a[1](0) ⊗ bSA (a[2](0)SA(a[3](0)))⊗ h(2) r−1 (a[2](3), a[3](3)) r (a[2](1)a[3](1), h(1))

r (a[2](2)a[3](2), SH(a[1](1)a[2](4))) r (a[3](4), SH(a[3](5))) .
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Now let f ∶ H → k be the linear map defined by f(x) = r(x(1), SH(x(2))) and recall
from [22, Proposition 2.v, p.334] that, for h, k ∈ H , r−1(h, k) = r(SH(h), k) and r(h, k) =
r(SH(h), SH(k)). We have the partial expression

r−1 (a[2](3), a[3](3))r (a[3](4), SH(a[3](5))) = r (SH(a[2](3)), a[3](3))f(a[3](4))
= r (SH(a[2](3)), a[3](3)f(a[3](4)))
= r (SH(a[2](3)), S2

H(a[3](4))f(a[3](3))) (by [22, Proposition 3, p.334])
= r (a[2](3), SH(a[3](4))) f(a[3](3))
= r (a[2](3), SH(a[3](5))) r(a[3](3), SH(a[3](4)))
= r (a[2](3)a[3](3), SH(a[3](4))) .

We finally obtain

F ○G(a⊗ b⊗ h) = a[1](0) ⊗ bSA (a[2](0)SA(a[3](0)))⊗ h(2) r (a[2](1)a[3](1), h(1))
r (a[2](2)a[3](2), SH(a[1](1)a[2](4)))r (a[2](3)a[3](3), SH(a[3](4)))

= a[1](0) ⊗ bSA (a[2](0)SA(a[3](0)))⊗ h(2) r (a[2](1)a[3](1), SH(a[1](1)a[2](2)a[3](2))h(1))
= a[1](0) ⊗ bSA [(a[2]SA(a[3]))(0)]⊗ h(2)

r [(a[2]SA(a[3]))(1) , SH ((a[2]SA(a[3])(2))SH(a[1](1))h(1)] (by (20))
= a[1](0) ⊗ bSA (εA(a[2]))⊗ h(2) r [1, SH(a[1](1))h(1)]
= a⊗ b⊗ h.

Similarly, we also have

G ○ F (a⊗ b⊗ h) = G (a[1](0) ⊗ bSA(a[2](0))⊗ h(2)) r (a[2](1), SH(a[1](1)a[2](2))h(1))
= a[1](0)[1](0) ⊗ bSA(a[2](0))S2

A(a[1](0)[2](0))⊗ h(3) r (a[2](1), SH(a[1](1)a[2](2))h(1))
r (a[1](0)[2](1) , SH(a[1](0)[1](1)a[1](0)[2](2))h(2))

= a[1](0) ⊗ bSA(a[3](0))S2
A(a[2](0))⊗ h(3) r (a[2](1), SH(a[1](1)a[2](2))h(2))

r (a[3](1), SH(a[1](2)a[2](3)a[3](2))h(1)) (by using (19) successively)
= a[1](0) ⊗ bSA [SA(a[2](0))a[3](0)]⊗ h(3) r−1(a[2](1), a[3](1))r (a[2](2), SH(a[1](1)a[2](3))h(2))

r (a[3](2), SH(a[1](2)a[2](4)a[3](3))h(1)) ( SA is an antimorphism inMH)
= a⊗ b⊗ h

by applying the same reasoning as in the calculations of F ○ G, which completes the
proof. �

The proof of Theorem 5.3 will consist in transporting the right Ae-module structure on
H∗(A, AA⊗AA) to Ext∗A(εk, AA)⊗A using several successive isomorphisms:

H∗(A, AA⊗AA) = Ext∗AMA
(A, AA⊗AA)

≃ Ext∗
AMH

A
(A, AA⊗AA ⊙H) (by Proposition 2.8)

≃ Ext∗
AMH(εk, AA⊗AA ⊙ H̃ ) (by Remark 3.6)

≃ Ext∗
AMH(εk, AA⊗A ⊡H) (by Theorem 5.4)

≃ Ext∗A(εk, AA⊗A) (by Proposition 2.8)

≃ Ext∗A(εk, AA)⊗A (εk is of type FP).
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We now proceed with the transportation of the various Ae-module structures, step by
step. We fix an object P be in AMH .

Lemma 5.5. There is a right Ae-module structure on Hom
AM

H
A
(P ⊠ A, AA ⊗ AA ⊙H)

defined by

f ⋅ (a′ ⊗ b′)(x⊗ a) =∑
i

aia′ ⊗ b′bi ⊗ hi(21)

where f(x⊗ a) =∑i ai ⊗ bi ⊗ hi, and such that the natural isomorphism

Hom
AM

H
A
(P ⊠A, AA⊗AA ⊙H) ≃ HomAMA

(P ⊠A, AA⊗AA)
is Ae-linear.

Proof. The isomorphism is

Hom
AM

H
A
(P ⊠A, AA⊗AA ⊙H)Ð→ Hom

AMA
(P ⊠A, AA⊗AA)

f z→ f̃ = (id⊗εH) ○ f
and the verification is immediate. �

Lemma 5.6. There is a right Ae-module structure on Hom
AMH(P, AA⊗AA ⊙ H̃ ), de-

fined by

f ⋅ (a′ ⊗ b′)(x) =∑
i

aia′ ⊗ b′bi ⊗ hi

where f(x) =∑i ai ⊗ bi ⊗ hi, and such that the natural isomorphism

Hom
AMH(P, AA⊗AA ⊙ H̃ ) ≃ HomAM

H
A
(P ⊠A, AA⊗AA ⊙H)

is Ae-linear.

Proof. The isomorphism (from Proposition 3.3) is given by

Hom
AMH(P, AA⊗AA ⊙ H̃ )Ð→ Hom

AM
H
A
(P ⊠A, AA⊗AA ⊙H)

f z→ f̃ , x⊗ a↦ f(x).a
and again the verification is immediate. �

Lemma 5.7. There is a right Ae-module structure on Hom
AMH(P, AA⊗A⊡H) defined

by

f ⋅ (a′ ⊗ b′)(x) =∑
i

ai(0)a
′
(0)[1] ⊗ b

′biS2
A(a′(0)[2](0))⊗ hi(2) r [a′(0)[2](1), SH(ai(1)a′(1))hi(1)]

where f(x) = ∑i ai ⊗ bi ⊗ hi, and such that the isomorphism induced by the isomorphism
of Proposition 5.4

Hom
AMH(P, AA⊗A ⊡H) ≃ HomAMH(P, AA⊗AA ⊙ H̃ )

is Ae-linear.

Proof. The above isomorphism coming from Proposition 5.4 is

Hom
AMH(P, AA⊗A ⊡H)Ð→ Hom

AMH(P, AA⊗AA ⊙ H̃ )
f z→ F ○ f

G ○ g ←Ð[ g

The transported Ae-module structure on Hom
AMH(P, AA⊗A ⊡H) is defined by

f ⋅ (a′ ⊗ b′)(x) = G((F ○ f) ⋅ (a′ ⊗ b′)(x))
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For f(x) = ∑i ai ⊗ bi ⊗ hi, we have

F (f(x)) =∑
i

ai[1](0) ⊗ b
iSA(ai[2](0))⊗ hi(2) r (ai[2](1), SH(ai[1](1)ai[2](2))hi(1))

and hence

(F ○ f) ⋅ (a′ ⊗ b′)(x) =∑
i

ai[1](0)a
′
⊗ b′biSA(ai[2](0))⊗ hi(2) r(ai[2](1), SH(ai[1](1)ai[2](2))hi(1))

We thus have

f ⋅ (a′ ⊗ b′)(x) = G((F ○ f) ⋅ (a′ ⊗ b′)(x))
=∑

i

(ai[1](0)a′)[1](0) ⊗ b′biSA(ai[2](0))S2
A[(ai[1](0)a′)[2](0)]⊗ hi(3)

r [ai[2](1), SH(ai[1](1)ai[2](2))hi(1)] r [(ai[1](0)a′)[2](1), SH((ai[1](0)a′)[1](1)(ai[1](0)a′)[2](2))hi(2)]
Since ∆A is an algebra morphism inMH , we have the partial expression

(ai[1](0)a′)[1] ⊗ (ai[1](0)a′)[2] = ai[1](0)[1]a′[1](0) ⊗ ai[1](0)[2](0)a′[2] r [ai[1](0)[2](1) , a′[1](1)]
and hence

f ⋅ (a′ ⊗ b′)(x) =∑
i

(ai[1](0)[1]a′[1](0))(0) ⊗ b′biSA(ai[2](0))S2
A[(ai[1](0)[2](0)a′[2])(0)]⊗ hi(3)

r [ai[1](0)[2](1), a′[1](1)] r [ai[2](1), SH(ai[1](1)ai[2](2))hi(1)]
r [(ai[1](0)[2](0)a′[2])(1), SH((ai[1](0)[1]a′[1](0))(1)(ai[1](0)[2](0)a′[2])(2))hi(2)]

=∑
i

ai[1](0)[1](0)a
′
[1](0) ⊗ b

′biSA(ai[2](0))S2
A(ai[1](0)[2](0)a′[2](0))⊗ hi(3)

r [ai[1](0)[2](3), a′[1](2)] r [ai[2](1), SH(ai[1](1)ai[2](2))hi(1)]
r [ai[1](0)[2](1)a′[2](1), SH(ai[1](0)[1](1)a′[1](1)ai[1](0)[2](2)a′[2](2))hi(2)] .

Using now the properties of r, we get

f ⋅ (a′ ⊗ b′)(x) =∑
i

ai[1](0)[1](0)a
′
[1](0) ⊗ b

′biSA(ai[2](0))S2
A(ai[1](0)[2](0)a′[2](0))⊗ hi(3)

r [ai[1](0)[2](2), a′[1](1)] r [ai[2](1), SH(ai[1](1)ai[2](2))hi(1)]
r [ai[1](0)[2](1)a′[2](1), SH(ai[1](0)[1](1)ai[1](0)[2](3)a′[1](2)a′[2](2))hi(2)] .

Applying the H-colinearity of ∆A (19) successively for a[1](0) and a[1] then gives

f ⋅ (a′ ⊗ b′)(x) =∑
i

ai[1](0)a
′
[1](0) ⊗ b

′biSA(ai[3](0))S2
A(ai[2](0)a′[2](0))⊗ hi(3)

r [ai[2](2), a′[1](1)]r [ai[3](1), SH(ai[1](2)ai[2](4)ai[3](2))hi(1)]
r [ai[2](1)a′[2](1), SH(ai[1](1)ai[2](3)a′[1](2)a′[2](2))hi(2)] .
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Using the fact that SA is an anti-morphism and then successive applications of the prop-
erties of r, we get

f ⋅(a′ ⊗ b′)(x) =∑
i

ai[1](0)a
′
[1](0) ⊗ b

′biSA [SA(ai[2](0)a′[2](0))ai[3](0)]⊗ hi(3)
r−1 [ai[2](1)a′[2](1), ai[3](1)] r [ai[2](3), a′[1](1)] r [ai[3](2), SH(ai[1](2)ai[2](5)ai[3](3))hi(1)]
r [ai[2](2)a′[2](2), SH(ai[1](1)ai[2](4)a′[1](2)a′[2](3))hi(2)]
=∑

i

ai[1](0)a
′
[1](0) ⊗ b

′biSA [SA(ai[2](0)a′[2](0))ai[3](0)]⊗ hi(3) r−1 [ai[2](1)a′[2](1), ai[3](1)]
r [ai[2](4), a′[1](1)] r [ai[3](2), hi(1)] r [ai[3](3), SH(ai[1](2)ai[2](6)ai[3](4))]
r [ai[2](2)a′[2](2), hi(2)] r [ai[2](3)a′[2](3), SH(ai[1](1)ai[2](5)a′[1](2)a′[2](4))]

=∑
i

ai[1](0)a
′
[1](0) ⊗ b

′biSA [SA(ai[2](0)a′[2](0))ai[3](0)]⊗ hi(2) r−1 [ai[2](3)a′[2](3), ai[3](3)]
r [ai[2](5), a′[1](1)] r [ai[2](2)a′[2](2)ai[3](2), SH(ai[1](1)ai[2](6))] r [ai[3](4), SH(ai[3](5))]
r[ai[2](4)a′[2](4), SH(a′[1](2)a′[2](5))]r [ai[2](1)a′[2](1)ai[3](1), hi(1)] .

Considering again the linear form f ∶ H → k defined by f(x) = r(x(1), S(x(2)), we obtain,
by [22, Proposition 2.v and Proposition 3, p.334], the partial expression

r−1 [ai[2](3)a′[2](3), ai[3](3)]r [ai[3](4), SH(ai[3](5))] = r [SH(ai[2](3)a′[2](3)), ai[3](3)f(ai[3](4))]
= r [SH(ai[2](3)a′[2](3)), S2

H(ai[3](4))f(ai[3](3))]
= r [ai[2](3)a′[2](3), SH(ai[3](4))f(ai[3](3))]
= r [ai[2](3)a′[2](3), SH(ai[3](5))] r [ai[3](3), SH(ai[3](4))]
= r [ai[2](3)a′[2](3)ai[3](3), SH(ai[3](4))] .

Hence we have

f ⋅ (a′ ⊗ b′)(x) =∑
i

ai[1](0)a
′
[1](0) ⊗ b

′biSA [SA(ai[2](0)a′[2](0))ai[3](0)]⊗ hi(2)
r [ai[2](2)a′[2](2)ai[3](2), SH(ai[1](1)ai[2](6))] r [ai[2](3)a′[2](3)ai[3](3), SH(ai[3](4))]
r[ai[2](4)a′[2](4), SH(a′[1](2)a′[2](5))]r [ai[2](1)a′[2](1)ai[3](1), hi(1)] r [ai[2](5), a′[1](1)]

=∑
i

ai[1](0)a
′
[1](0) ⊗ b

′biSA [SA(ai[2](0)a′[2](0))ai[3](0)]⊗ hi(2)
r [ai[2](1)a′[2](1)ai[3](1), SH(ai[1](1)ai[2](4)ai[3](2))hi(1)]
r[ai[2](2)a′[2](2), SH(a′[1](2)a′[2](3))]r [ai[2](3), a′[1](1)]

=∑
i

ai[1](0)a
′
[1](0) ⊗ b

′biSA [SA(a′[2](0))SA(ai[2](0))ai[3](0)]⊗ hi(2)r[ai[2](1), a′[2](1)]
r [ai[2](2)a′[2](2)ai[3](1), SH(ai[1](1)ai[2](5)ai[3](2))hi(1)]
r[ai[2](3)a′[2](3), SH(a′[1](2)a′[2](4))]r [ai[2](4), a′[1](1)] .
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Using once again the properties of r, we then have

f ⋅(a′ ⊗ b′)(x) =∑
i

ai[1](0)a
′
[1](0) ⊗ b

′biSA [SA(a′[2](0))SA(ai[2](0))ai[3](0)]⊗ hi(2)
r[ai[2](2), a′[2](2)]r [a′[2](1)ai[2](1)ai[3](1), SH(ai[1](1)ai[2](5)ai[3](2))hi(1)] (permute ai and a′)
r[ai[2](3)a′[2](3), SH(a′[1](2)a′[2](4))]r [ai[2](4), a′[1](1)] .

The partial expression

r[ai[2](2), a′[2](2)]r[ai[2](3)a′[2](3), SH(a′[1](2)a′[2](4))]r [ai[2](4), a′[1](1)]
= r[ai[2](3), a′[2](3)]r[a′[2](2)ai[2](2), SH(a′[1](2)a′[2](4))]r [ai[2](4), a′[1](1)]
= r[ai[2](3), a′[1](1)a′[2](3)]r[ai[2](2), SH(a′[1](2)a′[2](4))]r[a′[2](2), SH(a′[1](3)a′[2](5))]
= εH(ai[2](2))r[a′[2](2), SH(a′[1](1)a′[2](3))]

enables us to obtain, using again the colinearity of SA and (19),

f ⋅ (a′ ⊗ b′)(x) =∑
i

ai[1](0)a
′
[1](0) ⊗ b

′biSA [SA(a′[2](0))(SA(ai[2])ai[3])(0)]⊗ hi(2)
r [a′[2](1)(SA(ai[2])ai[3])(1), (SA(ai[2])ai[3])(2)SH(ai[1](1))hi(1)] r [a′[2](2), SH(a′[1](1)a′[2](3))]
(Since SA is H-colinear)

=∑
i

ai[1](0)a
′
[1](0) ⊗ b

′biS2
A(a′[2](0))εA(ai[2])⊗ hi(2) r [a′[2](1), SH(ai[1](1)a′[1](1)a′[2](2))hi(1)]

=∑
i

ai(0)a
′
(0)[1] ⊗ b

′biS2
A(a′(0)[2](0))⊗ hi(2) r [a′(0)[2](1), SH(ai(1)a′(1))hi(1)]

and this completes the proof. �

Lemma 5.8. Assume that P is finitely generated and projective as an A-module. Then
there is a right Ae-module structure on Hom

AM(P,A)⊗A such that

(f ⊗ a′) ⋅ (a⊗ b) = (f ⋅ a[1])(0) ⊗ ba′S2
A(a[2](0))r[a[2](1), SH(a[2](2))SH((f ⋅ a[1])(1))]

where the right A-action and H-coaction on Hom
AM(P,A) are induced respectively by

right multiplication in A and by Lemma 4.5. This Ae-module structure is such that the
composition of the canonical isomorphisms

Hom
AM(P,A)⊗A → Hom

AM(P, AA⊗A)→ Hom
AMH(P, AA⊗A ⊡H)

is Ae-linear, where the right term has the Ae-module structure given in Lemma 5.7.

Proof. The map on the left above is an isomorphism because P is finitely generated
projective, the map on the right is the adjunction isomorphism, and the composition,
that we denote T , is then defined by

T (f ⊗ a)(x) = f(x(0))⊗ a⊗ x(1).
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It is enough to check that T ((f ⊗ a′) ⋅ (a⊗ b)) = T (f ⊗ a′) ⋅ (a⊗ b), with (f ⊗ a′) ⋅ (a⊗ b)
defined as above. We have

T ((f ⊗ a′) ⋅ (a⊗ b)) (x)
= T [(f ⋅ a[1])(0) ⊗ ba′S2

A(a[2](0))] (x)r[a[2](1), SH(a[2](2))SH((f ⋅ a[1])(1))]
= (f ⋅ a[1])(0)(x(0))⊗ ba′S2

A(a[2](0))⊗ x(1) r[a[2](1), SH(a[2](2))SH((f ⋅ a[1])(1))]
= (f ⋅ a[1])(x(0))(0) ⊗ ba′S2

A(a[2](0))⊗ x(2)
r[a[2](1), SH(a[2](2))SH(S−1H (x(1))(f ⋅ a[1])(x(0))(1))] (here, we use Lemma 4.5)
= (f(x(0))a[1])(0) ⊗ ba′S2

A(a[2](0))⊗ x(2)r[a[2](1), SH(a[2](2))SH((f(x(0))a[1])(1))x(1)]
= f(x(0))(0)a[1](0) ⊗ ba′S2

A(a[2](0))⊗ x(2)r[a[2](1), SH(a[1](1)a[2](2))SH(f(x(0))(1))x(1)].
On the other hand we have

T (f ⊗ a′) ⋅ (a⊗ b)(x)
= f(x(0))(0)a(0)[1] ⊗ ba′S2

A(a(0)[2](0))⊗ x(2) r[a(0)[2](1), SH(f(x(0))(1)a(1))x(1)]
= f(x(0))(0)a[1](0) ⊗ ba′S2

A(a[2](0))⊗ x(2)r[a[2](1), SH(f(x(0))(1)a[1](1)a[2](2))x(1)] (by (19))

and the two expressions coincide, which proves our lemma. �

We can now prove Theorem 5.3. Let P∗ Ð→ εk be a resolution of εk by finite rel-
ative projectives in AMH . Then the Pi are finitely generated projective A-modules,
and P∗ ⊠ A Ð→ A is also a resolution of A in AMH

A by relative projective objects (by
Proposition 4.2) and hence by finitely generated projective A-bimodules. It follows that
Ext∗

AMA
(A, AA⊗AA) is the homology of the complex Hom

AMA
(P∗ ⊠A, AA⊗AA) (with

the natural right Ae-module structure), while Ext∗A(εk, AA) ⊗ A is the homology of the
complex Hom

AM(P∗,A) ⊗A, with the Ae-module structure obtained by applications of
Lemma 5.5, 5.6, 5.7 and 5.8, and that these homologies are isomorphic as Ae-modules.

5.4. Bosonization and another approach to Theorem 5.2. In this subsection we
propose another approach to the proof of Theorem 5.2, making use of results of Krähmer
[23]. The only small but important nuance with this approach is that we have not been
able to get relevant information on the group-like g ∈H in Theorem 5.2, which is important
in view of applications.
To connect Theorem 5.2 and the results in [23], we need the bosonization construction

[26, 28], that we recall now. Let H be a coquasitriangular Hopf algebra and let A be a
Hopf algebra inMH . We retain the previous Sweedler notation:

∆A(a) = a[1] ⊗ a[2], ∆H(x) = x(1) ⊗ x(2), α(a) = a(0) ⊗ a(1).
The bosonization H#A is then the ordinary Hopf algebra that has H ⊗A as underlying
vector space, has the unit and counit of the ordinary tensor product of algebras and
coalgebras, and comultiplication, product and antipode given by

x#a ⋅ y#b = r(a(1), y(2))xy(1)#a(0)b, ∆(x#a) = (x(1)#a[1](0))⊗ (x(2)a[1](1)#a[2])
S(x#a) = (1#SA(a(0))) ⋅ (SH(xa(1))#1)

= r (a(1), SH(x(1)a(2)))SH(x(2)a(3))#SA(a(0))
In particular, this gives

S(1#a) = r (a(1), SH(a(2)))SH(a(3))#SA(a(0))
and

S2(x#a) = r (a(1), SH(a(2)))S2
H(x)#S2

A(a(0))
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The algebra embedding A → H#A, a → 1#a, realizes A as a right coideal subalgebra
A ⊂H#A, since

∆(1#a) = (1#a[1](0))⊗ (a[1](1)#a[2]).
The Hopf algebra H#A has bijective antipode since SA is bijective, H#A is free as a right
A-module hence is faithfully flat, while the assumption that εk is of type FP in AMH

ensures by Theorem 4.3 that A is smooth, therefore we can use the results in [23]. In
particular [23, Theorem 6] and the reasoning inside the proof of [23, Theorem 1] (p. 249)
give H i(A, AA⊗AA) = {0} for i /= n. It then remains to study the A-bimodule structure
of Hn(A, AA⊗AA).
Let ψ ∶ A → k be the algebra map corresponding to the A-module structure on the

one-dimensional space ExtnA(εk,A). By [23, Corollary 2], the A-module ExtnA(εk,A) is an
object in a certain category of ”twisted” Hopf modules AMH#A

A,S2 . Inspecting the condition

that defines the objects of AMH#A

A,S2 [23, p. 246], we get ψ(a(0))a(1) = ψ(a)1 for any a ∈ A

(while there is no condition on the group-like g ∈ H corresponding to the H-comodule
structure). Following [23, Lemma 7], we define the algebra map

σ ∶ A Ð→H#A

a z→ ψ(a[1](0))S2(a[1](1)#a[2])
We have, using the equality ψ(a(0))a(1) = ψ(a)1,

σ(a) = ψ(a[1](0))r (a[2](1), SH(a[2](2)))S2
H(a[1](1))#S2

A(a[2](0))
= ψ(a[1])r (a[2](1), SH(a[2](2))) 1#S2

A(a[2](0))
so that σ defines an automorphism of A (as predicted by [23, Corollary 4]). Consider
now the A-bimodule (H#A)σ. By [23, Theorem 7], the A-bimodule Hn(A, AA ⊗AA) is
isomorphic to the sub-A-bimodule

X = {g#a, a ∈ A} ⊂ (H#A)σ.
It is an immediate verification that X is isomorphic to αAσ, where α is the automorphism
of A defined by α(a) = r(a(1), g)a(0), and hence to Aα−1σ. Since α−1(a) = r(a(1), g−1)a(0),
it is a direct verification to check that µ = α−1σ has the announced form.

6. Example : two-parameter braided quantum SL2

In this section we apply our various results to the coordinate algebra on the two-
parameter braided quantum group SL2.

6.1. Two-parameter braided quantum SL2.

Definition 6.1. Let p, q ∈ k∗. The algebra Op,q(SL2(k)) is the algebra presented by
generators a, b, c, d subject to the relations

ba = qab, ca = pac, db = qbd, dc = pcd, bc = cb

ad − p−1bc = 1 = da − qbc.

For p = q the algebra Op,q(SL2(k)) is the classical coordinate algebra on the quantum
group SL2, and has a well-known ordinary Hopf algebra structure. Generalizing this for
p /= q, we construct a braided Hopf algebra structure on Op,q(SL2(k)). For this, the
following first piece of structure on Op,q(SL2(k)) is an immediate verification.
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Proposition 6.2. The algebra Op,q(SL2(k)) has a kZ-comodule algebra structure whose
coaction is defined by the algebra map

δ ∶ Op,q(SL2(k))Ð→ Op,q(SL2(k))⊗ kZ
a, b, c, dz→ a⊗ 1, b⊗ z−1, c⊗ z, d⊗ 1

where z is a fixed generator of the infinite cyclic group Z.

From now on, we denote A = Op,q(SL2(k)), and we work in the abelian k-linear braided
categoryMkZ,ξ, with ξ = p−1q, with its braiding denoted by c, see Example 2.1.

Proposition 6.3. There exist algebra morphisms

∆ ∶ A Ð→ A⊗c A

(a b

c d
)z→ (a⊗ a + b⊗ c a⊗ b + b⊗ d

c⊗ a + d⊗ c c⊗ b + d⊗ d
)

and

ε ∶ AÐ→ k, S ∶ A Ð→ Aop,c

(a b

c d
)↦ (1 0

0 1
) (a b

c d
)z→ ( d −qb

−p−1c a
)

that endow A with a Hopf algebra structure in the braided category M kZ,ξ.

Proof. It is immediate to check that ε is a well-defined algebra map, and is a morphism
in M kZ,ξ. Consider now the algebra map

∆0 ∶ k⟨a, b, c, d⟩ Ð→ A⊗c A

(a b

c d
)z→ (a⊗ a + b⊗ c a⊗ b + b⊗ d

c⊗ a + d⊗ c c⊗ b + d⊗ d
)

where A ⊗c A is the braided tensor product of the algebra A with itself, see Subsection
2.4. In view of the structure of the braiding of M kZ,ξ, we have, in A ⊗c A, for arbitrary
elements x, y ∈ A and z, t ∈ {a, b, c, d} with (z, t) ∉ {(b, b), (b, c), (c, b), (c, c)},

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(x⊗ b).(b⊗ y) = p−1qxb⊗ by
(x⊗ b).(c⊗ y) = pq−1xc⊗ by
(x⊗ c).(b⊗ y) = pq−1xb⊗ cy
(x⊗ c).(c⊗ y) = p−1qxc⊗ cy
(x⊗ z).(t ⊗ y) = xt⊗ zy

.

We now have, in A⊗c A,

∆0(ba) = (a⊗ b + b⊗ d).(a⊗ a + b⊗ c)
= (a⊗ b).(a ⊗ a) + (a⊗ b).(b⊗ c) + (b⊗ d).(a⊗ a) + (b⊗ d).(b⊗ c)
= a2 ⊗ ba + p−1qab⊗ bc + ba⊗ da + b2 ⊗ dc

= qa2 ⊗ ab + p−1qab⊗ bc + ba⊗ da + b2 ⊗ dc.



30 JULIEN BICHON AND THI HOA EMILIE NGUYEN

On the other hand,

∆0(ab) = (a⊗ a + b⊗ c).(a⊗ b + b⊗ d)
= (a⊗ a).(a ⊗ b) + (b⊗ c).(a⊗ b) + (a⊗ a).(b⊗ d) + (b⊗ c).(b⊗ d)
= a2 ⊗ ab + ba⊗ cb + ab⊗ ad + pq−1b2 ⊗ cd

= a2 ⊗ ab + ba⊗ bc + ab⊗ ad + q−1b2 ⊗ dc

= a2 ⊗ ab + ba⊗ bc + q−1ba⊗ (da − qbc + p−1bc) + q−1b2 ⊗ dc
= a2 ⊗ ab + q−1ba⊗ da + p−1ab⊗ bc + q−1b2 ⊗ dc

and hence ∆0(ba) = q∆0(ab). Next, we also have

∆0(ad − p−1bc) = (a⊗ a + b⊗ c).(c⊗ b + d⊗ d) − p−1(a⊗ b + b⊗ d).(c⊗ a + d⊗ c)
= (a⊗ a).(c ⊗ b) + (a⊗ a).(d⊗ d) + (b⊗ c).(c⊗ b) + (b⊗ c).(d⊗ d)
− p−1(a⊗ b).(c ⊗ a) − p−1(a⊗ b).(d⊗ c) − p−1(b⊗ d).(c⊗ a) − p−1(b⊗ d).(d⊗ c)

= ad⊗ ad + p−1qbc⊗ cb + bd⊗ cd − ad⊗ (ad − 1) − p−1bc⊗ (1 + qbc) − bd⊗ cd
= ad⊗ 1 − p−1bc⊗ 1 = 1⊗ 1 =∆0(1).

Similar calculations, which we leave to the reader, show that

∆0(ca) = p∆0(ac), ∆0(db) = q∆0(bd), ∆0(dc) = p∆0(cd), ∆0(bc) = ∆0(cb)
and

∆0(da − qbc) = ∆0(1).
Therefore we obtain the announced morphism of algebras ∆ ∶ A→ A⊗cA, which is easily
seen to be a morphism in M kZ,ξ.
In Aop,c, we have for x, y ∈ {a, b, c, d} with (x, y) ∉ {(b, b), (b, c), (c, b), (c, c)},

x ⋅ y = yx

while
b ⋅ b = p−1qb2, b ⋅ c = pq−1bc, c ⋅ b = pq−1bc, c ⋅ c = p−1qc2.

From this, it is a direct verification to define the algebra map S as in the statement, and
to check that S is a morphism in M kZ,ξ. It is then immediate that ∆, ε, S satisfy the
Hopf algebra axioms on the generators of A, and hence on the whole of A since these are
algebra maps. �

We call the braided Hopf algebra Op,q(SL2(k)) the coordinate algebra on the two-

parameter braided quantum group SL2.
The following are straightforward generalizations of classical resuls in the case p = q.

Proposition 6.4. The set {aibjck ∣ i, j, k ∈ N} ∪ {bjckdl ∣ j, k ∈ N, l ∈ N∗} is a vector space
basis of Op,q(SL2(k)).
Proof. The result is obtained using the diamond lemma, as in [22, 4.1.5]. �

Proposition 6.5. The algebra A = Op,q(SL2(k)) and its quotients A/(b), A/(c) and
A/(b, c) are domains.

Proof. It is well-known that A/(b), A/(c) and A/(b, c) ≃ kZ are domains. For A, we can
proceed exactly as in [7, I.1]. We consider first the algebra Ap,q presented by generators
a, b, c, d and relations

ba = qab, ca = pac, bc = cb, db = qbd, dc = pcd, ad − da = (p−1 − q)bc
and remark that Ap,q is an iterated Ore extension, hence is a domain. Put Dp,q = ad −
p−1bc = da − qbc. We have Dp,q ∈ Z(Ap,q) and Op,q(SL2(k)) = Ap,q/(Dp,q − 1). Consider
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then the localization Ap,q[D−1p,q] with respect to the central regular element Dp,q. We then
have an algebra isomorphism

f ∶ Ap,q[D−1p,q]Ð→ Op,q(SL2(k))⊗ k[z, z−1]
a, b, c, d z→ a⊗ z, b⊗ z, c ⊗ 1, d⊗ 1

and since Ap,q[D−1p,q] is a domain, so is A = Op,q(SL2(k)). �

6.2. Relation with previous literature. To the best of our knowledge, Definition 6.1
seems to be the first formal occurrence of the braided Hopf algebra Op,q(SL2(k)) under
this form in the literature. There are however some related known objects, that we briefly
mention and discuss in this subsection.
First, assume that k = C and, for q ∈ C∗, consider C(SUq(2)), the algebra of continuous

functions on the braided compact quantum group SUq(2) defined by Kasprzak, Meyer,
Roy andWoronowicz in [21]: C(SUq(2)) is the universal C∗-algebra generated by elements
α, γ satisfying the relations

α∗α + γ∗γ = 1, αα∗ + ∣q∣2γγ∗ = 1, γγ∗ = γ∗γ, αγ = qγα, αγ∗ = qγ∗α.
For p = q, it is an immediate verification to check that Oq,q(SL2(C)) has a ∗-algebra
structure given by

a∗ = d, b∗ = −qc, c∗ = −q−1b, d∗ = a

and that there exists a ∗-algebra map with dense image

Oq−1,q−1(SL2(C))Ð→ C(SUq(2))
(a b

c d
)z→ (α −qγ∗

γ α∗
) .

Hence Oq−1,q−1(SL2(C)) might be called the coordinate algebra on the braided compact
quantum group SUq(2), and denoted by O(SUq(2)).
It is shown in [17] that O(SUq(2)) can be constructed from the ordinary Hopf ∗-

algebra O(SUq′(2)) for some q′ ∈ R via Majid’s transmutation operation [25]. Similarly
it is also possible to construct Op,q(SL2(k)) from the ordinary Hopf algebra Oq′(SL2(k))
via transmutation. We will not give the details here, and instead briefly explain how
Op,q(SL2(k)) naturally occurs in the setting of the more familiar Takeuchi’s two-parameter
quantum GL2 [31].
Recall [31] that for p, q ∈ k∗, the algebra Oq,p(GL2(k)) is presented by generators

a, b, c, d, δ−1 and relations

ba = qab, ca = pac, db = pbd, dc = qcd, pbc = qcb

da − ad = (p − q−1)bc, (ad − q−1bc)δ−1 = 1 = δ−1(ad − q−1bc).
To connect Op,q(SL2(k)) and Oq,p(GL2(k)), we use the bosonization construction recalled
in Subsection 5.4.

Proposition 6.6. The bosonization kZ#Op,q(SL2(k)) is isomorphic to Op,q(GL2(k)).
Proof. It is a straightforward verification to check that there exists an algebra map

f ∶ Op,q(GL2(k))Ð→ kZ#Op,q(SL2(k))
(a b

c d
) , δ−1 z→ (z#a z#b

1#c 1#d
) , z−1#1

which is an isomorphism, and a coalgebra map as well. �

It follows from this result that Op,q(SL2(k)) can be recovered as the subalgebra of
coinvariants associated with a Hopf algebra projection on Op,q(GL2(k)), see [28].
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6.3. Homological properties of Op,q(SL2(k)). In this subsection we compute the coho-
mological dimension of A = Op,q(SL2(k)), prove that A is smooth and twisted Calabi-Yau.
We begin by constructing an suitable resolution for the trivial module, generalizing that
found by Hadfield and Krähmer [18] in the p = q case.

Proposition 6.7. The following is a resolution of εk by free left A-modules:

(P∗) ∶ 0 A A3 A3 A k 0
φ3 φ2 φ1 ε

where φ1(x, y, z) = x(a − 1) + yb + zc, φ3(x) = x(c,−b, pqa − 1) and
φ2(x, y, z) = (x, y, z)⎛⎜⎝

b 1 − qa 0
c 0 1 − pa
0 c −b

⎞⎟⎠ .
Proof. The maps φ1, φ2, φ3 are clearly A-linear, and that (P∗) is a complex follows from
the matrix computations

⎛⎜⎝
b 1 − qa 0
c 0 1 − pa
0 c −b

⎞⎟⎠
⎛⎜⎝
a − 1
b

c

⎞⎟⎠ =
⎛⎜⎝
0
0
0

⎞⎟⎠ , (c,−b, pqa − 1)
⎛⎜⎝
b 1 − qa 0
c 0 1 − pa
0 c −b

⎞⎟⎠ = (0,0,0).
The injectivity of φ3 follows from the fact that A is a domain. Moreover ε is surjective

and it is a standard verification that Ker(ε) is generated as a left A-module by a − 1, b
and c, so Ker(ε) = Im(φ1).
Let X = (x, y, z) ∈ Ker(φ1), we have x(a − 1) + yb+ zc = 0 and hence x(a − 1) = 0 in the

domain A/(b, c), so that x = 0 in A/(b, c). By using the relations that define A, we see
that bA = Ab and cA = Ac, hence we can write x = αb + βc for some α,β ∈ A. Then we
have

(x, y, z) − φ2(α,β,0) = (x, y, z) − (αb + βc,α(1 − qa), β(1 − pa))
= (0, y −α(1 − qa), z − β(1 − pa)).

Thus, to show that X ∈ Im(φ2), we can assume that X = (0, y, z) for some y, z ∈ A. Then
we have yb+ zc = 0 which gives yb = 0 in the domain A/(c). Hence, y = γc and z = −γb for
some γ ∈ A. It follows that X = (0, γc,−γb) = φ2(0,0, γ), and therefore Ker(φ1) = Im(φ2).
Let X = (x, y, z) ∈ Ker(φ2). Then

(22)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
xb + yc = 0

x(1 − qa) + zc = 0
y(1 − pa) − zb = 0

and x(1 − qa) = 0 in the domain A/(c), hence x = 0 in A/(c), which implies x = x′c for
x′ ∈ A. Since xb + yc = 0 and A is a domain, we obtain y = −x′b. We have now

{x′c(1 − qa) + zc = 0
−x′b(1 − pa) − zb = 0

from which it follows that z = x′(pqa−1) since A is a domain. We getX = x′(c,−b, pqa−1) =
φ3(x′). Therefore, Ker(φ2) = Im(φ3), and we conclude that the sequence (P∗) is exact. �

We now use the previous resolution to compute some Ext spaces. For t ∈ k∗, it is
straightforward to check that there exists an algebra map

εt ∶ A Ð→ k

(a b

c d
)z→ (t 0

0 t−1
)
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with ε1 = ε.

Proposition 6.8. For p, q ∈ k∗, put t = (pq)−1. The vector spaces Ext∗A(εk, εtk) are
described by the following table.

pq /= 1, p /= 1, q /= 1 pq /= 1, 1 ∈ {p, q} pq = 1, p /= 1, q /= 1 p = q = 1

Ext0A(εk, εtk) {0} {0} k k

Ext1A(εk, εtk) {0} k k k3

Ext2A(εk, εtk) k k2 k k3

Ext3A(εk, εtk) k k k k

Moreover, for any algebra map ψ ∶ A → k with ψ /= εt, we have Ext3A(εk, ψk) = {0}.
Proof. Applying HomA(−, ψk) to the resolution in Proposition 6.7, we see, after some
standard identifications, that Ext∗A(εk, ψk) is the cohomology of the complex

0→ k
f1Ð→ k3

f2Ð→ k3
f3Ð→ k → 0

where f1(x) = ((ψ(a)−1)x,ψ(b)x,ψ(c)x), f3(x, y, z) = xψ(c)−yψ(b)+(pqψ(a)−1)z, and
f2(x, y, z) = (x, y, z)⎛⎜⎝

ψ(b) ψ(c) 0
1 − qψ(a) 0 ψ(c)

0 1 − pψ(a) −ψ(b)
⎞⎟⎠ .

We thus see that if ψ(b) /= 0 or ψ(c) /= 0 or ψ(a) /= (pq)−1, we have Ext3A(εk, ψk) = {0}.
Otherwise ψ = εt, and the announced results are immediate. �

Corollary 6.9. We have cd(Op,q(SL2(k))) = 3 for any p, q ∈ k∗.

Proof. We have pdA(εk) ≤ 3 by Proposition 6.7 and pdA(εk) ≥ 3 by Proposition 6.8, hence
pdA(εk) = 3. We conclude by Theorem 3.5. �

We now want to prove that A = Op,q(SL2(k)) is smooth using Theorem 4.3. For this
we interpret the resolution in Proposition 6.7 as a resolution in AMkZ.

Proposition 6.10. Let V , W be the 3-dimensional kZ-comodules with respective bases(e1, e2, e3) and (e′1, e′2, e′3), and coactions defined by

δV ∶ V Ð→ V ⊗ kZ δW ∶W Ð→W ⊗ kZ

e1, e2, e3 z→ e1 ⊗ 1, e2 ⊗ z
−1, e3 ⊗ z e′1, e

′
2, e
′
3 z→ e′1 ⊗ z

−1, e′2 ⊗ z, e
′
3 ⊗ 1.

Then we have a resolution of εk by free A-modules in MkZ

0→ A
φ3Ð→ A⊗W

φ2Ð→ A⊗ V
φ1Ð→ A

ε
→ k → 0

where

φ1(x⊗ e1 + y ⊗ e2 + z ⊗ e3) = x(a − 1) + yb + zc
φ3(x) = xc⊗ e′1 − xb⊗ e′2 + x(pqa − 1)⊗ e′3
φ2(x⊗ e′1) = xb⊗ e1 + x(1 − qa)⊗ e2, φ2(x⊗ e′2) = xc⊗ e1 + x(1 − pa)⊗ e3
φ2(x⊗ e′3) = xc⊗ e2 − xb⊗ e3.

In particular εk is of type FP in AMkZ.

Proof. After the obvious identifications between A ⊗ V and A3 and between A ⊗W and
A3, the above sequence is the same as the one in Proposition 6.7, and hence is exact. It
is also an immediate verification that the above maps are kZ-colinear. �
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Combining Corollary 6.9, Theorem 4.3 and Proposition 6.10, we obtain that
Op,q(SL2(k)) is smooth, with cd(Op,q(SL2(k))) = 3.
We can also use Proposition 6.10 to compute some Ext spaces in AMkZ.

Proposition 6.11. For p, q ∈ k∗, put t = (pq)−1. We have

Exti
AMkZ(εk, εtk) ≃ {k if i ∈ {2,3}, or i ∈ {0,1} and pq = 1

0 otherwise.
,

Proof. Let ψ ∶ A → k be an algebra map that is also a map of kZ-comodules. Apply-
ing Hom

AMkZ(−, ψk) to the resolution in Proposition 6.10 we see, after some standard
identifications, that Ext∗

AMkZ(εk, ψk) is the cohomology of the complex

0→ k
f1Ð→ k

f2Ð→ k
f3Ð→ k → 0

where f1(x) = (ψ(a) − 1)x, f2(x) = 0 and f3(x) = (pqψ(a) − 1)x. The announced result is
then a direct verification. �

Our next aim is to prove that Op,q(SL2(k)) is a twisted Calabi-Yau algebra.

Proposition 6.12. We have ExtnA(εk,A) = 0 if n ≠ 3, and Ext3A(εk,A) ≃ kε(pq)−1 as right

A-modules.

Proof. Applying the functor HomA(−,A) to the resolution (P∗) in Proposition 6.7 and us-
ing some standard isomorphisms, we obtain the complex of right A-modules HomA(P∗,A):

0 A A3 A3 A 0
φ∗1 φ∗2 φ∗3

where φ∗1(x) = (a − 1, b, c)x; φ∗3(x, y, z) = cx − by + (pqa − 1)z and

φ∗2(x, y, z) =
⎡⎢⎢⎢⎢⎢⎣
⎛⎜⎝
b 1 − qa 0
c 0 1 − pa
0 c −b

⎞⎟⎠
⎛⎜⎝
x

y

z

⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦

t

.

We have ExtnA(εk,A) ≃ Ker(φ∗n+1)/Im(φ∗n) and verifications are straightforward using the
same arguments as in Proposition 6.7, especially the fact that A,A/(b),A/(c) and A/(b, c)
are domains. We leave the verifications to the reader, except for the degree 3 where we
want to obtain explicitely the A-module structure.
Let x ∈ A, then x is a linear combination of elements of the forms aibjck and bjckdℓ. In

A/Im(φ∗3), we have b = c = 0, a = (pq)−11 and d = (pq)1. Hence (the class of) 1 generates
A/Im(φ∗3), and we have to check that 1 ∉ Im(φ∗3). If 1 ∈ Im(φ∗3), there exists (x, y, z) ∈ A3

such that 1 = cx − by + (pqa − 1)z, and we have 1 = (pqa − 1)z in the Laurent polynomial
ring A/(b, c) = k[a, a−1], which is impossible. Thus 1 ∉ Im(φ∗3) and hence, Ext3A(εk,A) ≃ k
as vector spaces, and it is clear from the previous relations that Ext3A(εk,A) ≃ kε(pq)−1 as

right A-modules. �

Theorem 6.13. The algebra Op,q(SL2(k)) is twisted Calabi-Yau of dimension 3, with
Nakayama automorphism defined by

µ ∶ Op,q(SL2(k)) Ð→ Op,q(SL2(k))
(a b

c d
)z→ ((pq)−1a b

c (pq)d) .
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Proof. Proposition 6.10 and Proposition 6.12 enable us to use Theorem 5.2 to conclude
that Op,q(SL2(k)) is twisted Calabi-Yau of dimension 3. Moreover the form of the resolu-
tion in Proposition 6.10 gives, by Lemma 4.7, that the group-like g occurring in Theorem
5.2 is trivial. Hence the Nakayama automorphism is given by

µ(x) = S2
A(x[2](0))ε(pq)−1(x[1])r[x[2](1), SkZ(x[2](2))]

and the computation of its values on the generators is immediate. �

We finish the paper by recording some Hochschild cohomology computations for
Op,q(SL2(k)) when the bimodule of coefficients is one dimensional. This has some in-
terest in connection with the probabilistic questions studied in [15]. We begin with a
general observation.

Proposition 6.14. Let A be a Hopf algebra in the braided category MH of comodules
over a coquasitriangular Hopf algebra H. Let M be a left A-module, and endow M with
the trivial right A-module structure. Then we have

H∗(A,Mε) ≃ Ext∗A(εk,M).
Proof. Start with an A-bimodule M and recall the isomorphisms

H∗(A,M) ≃ Ext∗
AMH(εk, M ⊙ H̃ )

from Remark 3.6. The left A-module structure on M̃ ⊙H is given by

a ⋅ (x⊗ h) = r (a[2](2), h(2))a[1](0).x.SA(a[2](0))⊗ a[1](1)h(1)a[2](1)
and if we assume that the right A-module structure on M is trivial this gives

a ⋅ (x⊗ h) = a[1](0).x⊗ a[1](1)h.
Hence we have M̃ε ⊙H =M ⊡H . We conclude by Proposition 2.8. �

It follows that the Hochschild cohomology spacesH∗(Op,q(SL2(k)), αkε), for any algebra
map α ∶ Op,q(SL2(k)) → k, can now be computed using Proposition 6.7. In particular,
still in connection with [15], we notice that

H2(Op,q(SL2(k)), εkε) ≃
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
{0} if pq /= 1, p /= 1, q /= 1,
k if pq = 1, p /= 1, q /= 1, or 1 ∈ {p, q} and pq /= 1,
k3 if p = 1 = q.
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