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Abstract

While consensus (and more generally agreement problems) is at the heart of many coordination problems in asynchronous distributed systems prone to process crashes, it has been shown to be impossible to solve in such systems where processes communicate by message-passing or by reading and writing a shared memory. Hence, these systems must be enriched with additional computational power for consensus to be solved on top of them. This article presents a new restriction of the classical basic computational model that combines process participation and a constraint on failure occurrences that can happen only while a predefined contention threshold has not yet been bypassed. This type of failure is called $\lambda$-constrained crashes, where $\lambda$ defines the considered contention threshold. It appears that when assuming such contention-related crash failures and enriching the system with objects whose consensus number is $x \geq 1$, consensus for $n$ processes can be solved for any $n \geq x$ assuming up to $x$ failures. The article proceeds incrementally. It first presents an algorithm that solves consensus on top of read/write registers if at most one crash occurs before the contention threshold $\lambda = n - 1$ has been bypassed. Then, the article considers two extensions. The first one assumes that the system is enriched with objects whose consensus number is $x \geq 1$, and shows that when $\lambda = n - x$, consensus can be solved despite up to $x \lambda$-constrained crashes, for any $n \geq x$, and when $\lambda = n - 2x + 1$, consensus can be solved despite up to $2x - 1 \lambda$-constrained crashes, assuming $x$ divides $n$. The second extension prolongs the previous results to the $k$-set agreement problem (which is a natural generalization of consensus). Impossibility results are also presented for the number of $\lambda$-constrained failures that can be tolerated.
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1 Introduction

Consensus, $k$-set agreement, and contention-related crash failures  Consensus is one of the most important problems encountered in crash-prone asynchronous distributed systems. Its statement is pretty simple. Let us consider a system of $n$ asynchronous sequential processes denoted $p_1, \ldots, p_n$. Each process $p_i$ is assumed to propose a value and, if it does not crash, must decide a value (Termination property) such that no two processes decide different values (Agreement property) and the decided value is a proposed value (Validity property). Despite its very simple statement, consensus is impossible to solve in the presence of asynchrony and process crashes, even if a single process may crash, be the communication medium message-passing [7], or atomic read/write registers [12].

$k$-Set agreement has been introduced in [3]. It is a simple generalization of consensus. It has the same validity and termination properties and a weaker agreement property, namely, at most $k$ different values can be decided. So consensus is 1-set agreement. It has been shown in [2, 11, 19] that $k$-set agreement cannot be solved when the number of process crashes is equal or greater than $k$.

As far as consensus is concerned, in a very interesting way, Fischer, Lynch, and Paterson presented in Section 4 of [7] an algorithm for asynchronous message-passing systems that solves consensus if a majority of processes do not crash and the processes that crash do it initially (the number of crashes being unknown to the other processes [23]). This poses the following question: Can some a priori knowledge on the timing of failures impact the possibility/impossibility of consensus in the presence of process crash failures? As the notion of “timing” is irrelevant in an asynchronous system, Taubenfeld replaced the notion of time with the notion of contention degree and, to answer the previous question, he introduced in [22] the explicit notion of weak failures, then renamed contention-related crash failures in [5].

More precisely, given a predefined contention threshold $\lambda$, a $\lambda$-constrained crash failure is a crash that occurs while process contention is smaller or equal to $\lambda$. Considering read/write shared memory systems and $\lambda = n - 1$, a consensus algorithm is presented in [5, 22] that tolerates one $\lambda$-constrained crash (i.e., at most one process may crash, which may occur only when the contention degree (namely, the number of participating processes) is $\leq n - 1$), and it is shown that this bound (on the number of failures) is tight. In addition, upper and lower bounds for solving the $k$-set agreement problem [3] in the presence of multiple contention-related crash failures for $k \geq 2$ are presented in [5, 22]. Unlike the results presented in this article, all the results presented in [5, 22] are only for read/write shared memory systems, that is, systems in which only registers that support read and write operations can be used.

Motivation: Why $\lambda$-Constrained Failures?  The first and foremost motivation for this study is related to the basics of computing, namely, increasing our knowledge of what can (or

\footnote{Contention refers here to the number of processes that started participating to the algorithm, where a process starts participating when it accesses the shared memory for the first time.}

\footnote{The consensus algorithm described in [5, 22] does not use adopt/commit objects as done in the present article. As we will see, this object is crucial for the present paper.}
cannot) be done in the context of asynchronous failure-prone distributed systems. Providing necessary and sufficient conditions helps us determine and identify under which type of (weak) process failures the fundamental consensus problem is solvable.

As discussed and demonstrated in [5, 22], the new type of $\lambda$-constrained failures enables the design of algorithms that can tolerate several traditional “any-time” failures plus several additional $\lambda$-constrained failures. More precisely, assume that a problem can be solved in the presence of $t$ traditional failures but cannot be solved in the presence of $t + 1$ such failures. Yet, the problem might be solvable in the presence of $t_1 \leq t$ “any-time” failures plus $t_2$ $\lambda$-constrained failures, where $t_1 + t_2 > t$.

Adding the ability to tolerate $\lambda$-constrained failures to algorithms that are already designed to circumvent various impossibility results, such as the Paxos algorithm [14] and indulgent algorithms in general [8, 9], would make such algorithms even more robust against possible failures. An indulgent algorithm never violates its safety property and eventually satisfies its liveness property when the synchrony assumptions it relies on are satisfied. An indulgent algorithm which in addition (to being indulgent) tolerates $\lambda$-constrained failures may, in many cases, satisfy its liveness property even before the synchrony assumptions it relies on are satisfied.

When facing a failure-related impossibility result, such as the impossibility of consensus in the presence of a single faulty process, discussed earlier [7], one is often tempted to use a solution that guarantees no resiliency at all. We point out that there is a middle ground: tolerating $\lambda$-constrained failures enables to tolerate failures some of the time. Notice that traditional $t$-resilient algorithms also tolerate failures only some of the time (i.e., as long as the number of failures is at most $t$). After all, something is better than nothing. As a simple example, an algorithm is described in [7], which solves consensus despite asynchrony and up to $t < n/2$ processes crashes if these crashes occur initially (hence no participating process crashes).

Content of the article  As already said, this article investigates the interplay between asynchrony, process crashes, contention threshold, and the computability power of base objects as measured by their consensus number [10]. Let us recall that the consensus number of an object $O$ (denote $CN(O)$) is the maximal number of processes for which consensus can be solved despite any number of process crashes (occurring at any time) with any number of objects $O$ and read/write registers. If there is no such integer, $CN(O) = +\infty$.

After a presentation of the computing model in Section 2, the article is made up of four main sections.

- Section 3 presents a consensus algorithm built on top of read/write registers (RW), which tolerates one process crash occurring before the contention degree $\lambda$ bypasses $n - 1$.
- Section 4 generalizes the previous algorithm by presenting two (reduction) algorithms that solve consensus on top of objects whose consensus number is $x \geq 1$.
  - The first algorithm tolerates up to $x$ process crashes that may occur before the contention degree $\lambda$ bypasses $n - x$. 
– The second algorithm, which assumes $x$ divides $n$, tolerates up to $2x - 1$ process crashes that may occur before the contention degree $\lambda$ bypasses $n - 2x + 1$.

• Section 5 generalizes the first algorithm by presenting a $k$-set agreement algorithm which tolerates up to $k$ process crashes occurring before the contention degree $\lambda$ bypasses $n - k$.

• Section 6 presents our most general algorithm, which solves $k$-set agreement on top of objects whose consensus number is $x \geq 1$. This algorithm tolerates up to $kx$ crashes that may occur before the contention degree $\lambda$ bypasses $n - kx$.

• Finally, Section 7 presents impossibility results that address the limits of the proposed approach.

2 Computing Model

Process and communication model The system is composed of $n$ asynchronous sequential processes denoted $p_1, ..., p_n$. The index of $p_i$ is the integer $i$. Asynchronous means that each process proceeds at its own speed, which can vary with time and remains unknown to the other processes [17, 20].

A process can crash (a crash is an unexpected premature silent halt). Given an execution, a process that crashes is said to be faulty in that execution, otherwise, it is correct. Notice that a faulty process $p$ either fail before taking any steps in which case we will say that $p$ failed initially, or $p$ may fail after it has started participating is the algorithm.

As already indicated, the word contention denotes the current number of processes that started executing. A $\lambda$-constrained crash is a crash that occurs before the contention degree bypasses $\lambda$.

The processes communicate through a shared memory made of the following base objects:

• Read/write atomic registers (RW).

• Atomic objects with consensus number $x \geq 1$ (these objects, denoted $x$-CONS, will be used in Sections 4 and 6).

• Adopt/commit objects (see below).

The adopt-commit object This object can be built in asynchronous read/write systems prone to any number of process crashes. Hence, its consensus number is 1. It was introduced by Gafni in [13]. It provides the processes with a single operation (that a process can invoke only once) denoted ac_propose(). This operation takes a value as input parameter and returns a pair $\langle tag, v \rangle$, where $tag \in \{adopt, commit\}$ and $v$ is a proposed value (we say that the process decides a pair). The following properties define the object.

• Termination. A correct process that invokes ac_propose() returns from its invocation.

• Validity. If a process returns the pair $\langle -, v \rangle$, then $v$ was proposed by a process.

\[\text{There is no restriction on the the number of processes that may crash. If all the processes crash, the problem we want to solve becomes irrelevant. So the proofs consider runs in which at least one process does not crash.}\]
• **Obligation.** If the processes that invoke `ac_propose()` propose the same input value $v$, only the pair $\langle \text{commit}, v \rangle$ can be returned.

• **Weak agreement.** If a process decides $\langle \text{commit}, v \rangle$, then any process that decides returns the pair $\langle \text{commit}, v \rangle$ or $\langle \text{adopt}, v \rangle$.

**Process participation** As in message-passing systems (see e.g., [1, 18]), it is assumed that all the processes participate in the algorithm. (Equivalently, a process that does not participate is considered as having crashed initially.)

**Consensus and $k$-set agreement** The consensus object was defined in [16]. This one-shot object provides a single operation, denoted `propose()` to the processes. This operation allows the invoking process to propose a value and obtain a result (called decided value). Assuming each correct process proposes a value, each process must decide on a value such that the following properties are satisfied.

• **Validity.** A decided value is a proposed value.

• **Agreement.** No two processes decide different values.

• **Termination.** Every correct process decides a value.

A $k$-set agreement object is a one-shot object introduced by S. Chaudhuri [3] to study the relation linking the number of failures and the agreement degree attainable in a set of crash-prone asynchronous processes. Such an object is similar to a consensus object. It is defined by the same validity and termination properties, and the following weaker agreement property.

• **Agreement.** At most $k$ different values are decided.

Hence, when $k = 1$, $k$-set agreement boils down to consensus.

**Proposed values** Without loss of generality, it is assumed that the values proposed in a consensus instance are non-negative integers, and $\bot$ is greater than any proposed value.

**Line numbering** The lines of the presented algorithms are identified as follows. All the lines with the same identifier are the very same line. In Algorithm 1, the lines are numbered from 1 to 7. Let $\ell \in \{1, ..., 7\}$. In Algorithm 2 a line identified $N\ell$ is a new line, a line identified $\ell$-X is line $\ell$ of Algorithm 1 that has been modified to take into account $x$-CONS objects, a line identified $\ell$-K is line $\ell$ of Algorithm 3 that has been modified (to solve $k$-set agreement), and finally, a combination of these notations is used in Algorithm 4.

### 3 Base Algorithm $k = 1$, $x = 1$:

**Consensus from Read/Write Registers**

This section presents an algorithm that solves consensus on top of RW registers (the consensus number of which is 1) while tolerating one crash that occurs before the contention degree bypasses $\lambda = n - 1$. 
3.1 Presentation of the Algorithm

Shared base objects  The processes cooperate through the following objects.
- \( INPUT[1..n] \) is an array of atomic single-writer multi-reader registers. Each of its entries is initialized to \( \perp \), a value that cannot be proposed by the processes and is greater than any of these values. \( INPUT[i] \) will contain the value proposed by \( p_i \).
- \( DEC \) is a multi-writer multi-reader atomic register, the aim of which is to contain the decided value. It is initialized to \( \perp \).
- \( LAST \) will contain the index of a process.
- \( AC \) is an adopt/commit object.

Local objects  Each process \( p_i \) manages:
- three local variables denoted \( val_i, res_i \) and \( tag_i \), and
- two arrays denoted \( input_1[1..n] \) and \( input_2[1..n] \).

The initial values of the previous local variables are irrelevant. The value proposed by \( p_i \) is denoted \( in_i \).

```plaintext
operation propose(in_i) is
(1) \( INPUT[i] \leftarrow in_i \);
(2) repeat \( input_{1i} \leftarrow \) asynchronous non-atomic reading of \( INPUT[1..n] \);
    \( input_{2i} \leftarrow \) asynchronous non-atomic reading of \( INPUT[1..n] \)
    until \( (input_{1i} = input_{2i} \land input_{1i} \) contains at most one \( \perp \) ) end repeat;
(3) \( val_i \leftarrow \min(\text{values deposited in } input_{2i}[1..n]) \);
(4) if (\( \exists j \) such that \( input_{1i}[j] = \perp \) ) then \( LAST \leftarrow j \) end if;
(5) \( \langle tag_i, res_i \rangle \leftarrow AC.ac_propose(val_i) \);
(6) if (\( tag_i = \text{commit} \lor LAST = i \) ) then \( DEC \leftarrow res_i \) else wait(DEC \( \neq \perp \)) end if;
(7) return(DEC).
```

Algorithm 1: Consensus tolerating one \((n - 1)\)-constrained failure (on top of atomic RW registers)

The behavior of a process \( p_i \): Algorithm 1  When a process \( p_i \) invokes \( propose(in_i) \), it first deposits the value \( in_i \) in \( INPUT[i] \) (Line 1) and waits until the array \( INPUT[1..n] \) contains at least \((n - 1)\) entries different from their initial value \( \perp \) (Line 2). Because at most one process may crash, and the process participation assumption, the wait statement eventually terminates.

After this occurs, \( p_i \) computes the smallest value deposited in the array \( INPUT[1..n] \) (Line 3, remind that \( \perp \) is greater than any proposed value). If \( INPUT[1..n] \) contains an entry equal to \( \perp \), say \( INPUT[j] \), \( p_i \) observes that \( p_j \) is a belated process (or \( p_j \) the only process that may crash and it crashed before depositing its value in \( INPUT[j] \)) and posts this information in the shared register \( LAST \) (Line 4).

Then, \( p_i \) champions its value \( val_i \) for it to be decided. To this end, it uses the underlying adopt/commit object, namely, it invokes \( AC.ac_propose(val_i) \) from which it obtains a pair
There are three possible cases for a process $p_i$; at the end of which it decides at Line 7.

- If $tag_i = \text{commit}$, due to the Weak Agreement property of the object $AC$, no value different from $res_i$ can be decided. Consequently, $p_i$ writes $res_i$ in the shared register $DEC$ (Line 6) and returns it as the consensus value (Line 7).
- The same occurs if, while $tag_i = \text{adopt}$, $p_i$ is such that $LAST = i$. In this case, $p_i$ has seen all the entries of the array $INPUT[1..n]$ filled with non-$\bot$ values and imposes $res_i$ as the consensus value.
- If $p_i$ is such that $tag_i = \text{adopt} \land LAST \neq i$, it waits until it sees $DEC \neq \bot$, and decides.

### 3.2 Proof of Algorithm 1

**Lemma 1.** Algorithm 1 satisfies the Validity property of consensus.

**Proof.** It is easy to see that a value written in $DEC$ is obtained from the adopt/commit object at Line 5. Moreover, due to Line 1 and Line 3 (where $\bot$ is greater than any proposed value), only values proposed to consensus can be proposed to the adopt/commit object.

**Lemma 2.** Let us consider an execution in which no process crashes. Algorithm 1 satisfies the Agreement property of consensus.

**Proof.** Let $p_\ell$ be the last process that writes the value it proposes in $INPUT[1..n]$. It follows from Line 3 that $p_\ell$ computes the smallest value in the array, and from Line 2 and Line 4 that, no index different from $\ell$ can be assigned to $LAST$. There are then two cases according to the value of the pair $\langle tag, res \rangle$ returned at Line 5.

- If a process $p_i$ obtains $\langle \text{commit}, res \rangle$, it follows from the Weak Agreement property of the adopt/commit object that any other process can obtain $\langle \text{commit}, res \rangle$ or $\langle \text{adopt}, res \rangle$ only. We then have $DEC = res$ after the execution of Line 6. This is because the assignment at Line 6 can be executed only by a process that obtained $\langle \text{commit}, res \rangle$ or by $p_\ell$ (which is $p_{LAST}$) which obtained $\langle \text{commit}, res \rangle$ or $\langle \text{adopt}, res \rangle$ from its invocation of the $AC$ object.
- If at Line 5 no process obtains $\langle \text{commit}, - \rangle$, it follows from Line 6 that only $p_\ell$ assigns a value to $DEC$, and consequently, no other value can be decided.

**Lemma 3.** Let us consider executions in which one process crashes. Algorithm 1 satisfies the Agreement property of consensus.

**Proof.** Let us recall that by assumption (namely, contention-related crash failures) if a process $p_j$ crashes, it can do it only when the contention is lower or equal to $(n - 1)$. We consider two cases.
• If \( p_j \) crashes initially (i.e., before writing the value it proposes in \( INPUT[j] \), this array will eventually contain \((n - 1)\) non-\(\bot\) entries, and all the correct processes will consequently compute the same minimal value \( val \) that they will propose to the underlying adopt/commit object (Line 5). It then follows from the Obligation property of this object that all the correct processes will obtain the same pair \(\langle\text{commit}, \text{res}\rangle\), from which we conclude that a single value can be decided.

• The process \( p_j \) crashes after it writes the value it proposes in \( INPUT[j] \). There are two cases.
  - When exiting the repeat loop (Line 2), the local array \( input1_i \) of all processes does not contain \(\bot\). In this case, we are as in the previous item (replacing \( INPUT[1..n] \) with one \(\bot\) value by \( INPUT[1..n] \) with no \(\bot\) value).
  - There is an entry \(\ell\) such that, when exiting Line 2, there is some process \( p_a \) where \( input1_a[\ell] = \bot \) and all other entries are different than \(\bot\) (let call \( A \) this set of processes), while other process \( p_b \) is such that all entries of \( input1_b \) are different from \(\bot\) (set \( B \)). \( p_\ell \) is the last process to write into \(INPUT\) since it crashes when the contention threshold is lower or equal to \((n - 1)\). Thus \(\ell \neq j\) and \( p_\ell \) is correct. Processes of set \( A \) write \(\ell\) in \( \text{LAST} \) at Line 4. Thus \( \text{LAST} \) contains the identity of a correct process. The rest of the proof is the same as the proof of Lemma 2.

\[\square\text{Lemma 3}\]

**Lemma 4.** If \( j = \text{LAST} \) then process \( p_j \) is either correct (that is, will never fail) or it has failed initially (that is, before taking a step).

**Proof.** If \( \text{LAST} = j \) at Line 6, there is a process \( p_i \) that wrote \( j \) in \( \text{LAST} \) at Line 4. This means that \( p_i \) found \( input1_i[j] = \bot \) at Line 4 and every other entry of \( input1_i \) was different than \(\bot\). Thus, we conclude that the contention threshold \(\lambda = n - 1\) was attained when \( p_i \) wrote \( j \) in \( \text{LAST} \). But, by assumption, no process crashes after the contention threshold \(\lambda = n - 1\) has been attained. So, either \( p_j \) failed initially or it is correct process. \[\square\text{Lemma 4}\]

**Lemma 5.** Algorithm 1 satisfies the Termination property of consensus.

**Proof.** Due to the assumption that all the processes participate and at most one process can crash, no process can block forever at Line 2.

Hence, all the correct processes invoke \( AC\_\text{ac\_propose}(val_i) \) and, due the Termination of the adopt/commit object, return from their invocation. If the tag \( \text{commit} \) is returned at some correct process \( p_j \), this process assigns a value to \(\text{DEC} \). If the tag is \( \text{adopt} \), then it must be the case that \( p_j \) has invoked \( AC\_\text{ac\_propose}(val_j) \), and hence \( p_j \) did not failed initially.

Due to Lemma 4, the process \( p_j \) such that \( j = \text{LAST} \) must be a correct process. Hence, it then assigns a non-\(\bot\) value to \(\text{DEC} \). So, in all cases, we have eventually \(\text{DEC} \neq \bot\), which concludes the proof. \[\square\text{Lemma 5}\]
Theorem 1. Let $\lambda = n - 1$. Considering an asynchronous RW system, Algorithm 1 solves consensus for $n$ processes in the presence of at most one $\lambda$-constrained failure.

Proof. The proof follows from the previous lemmas.

We notice that this bound is tight. When using only atomic registers, there is no consensus algorithm for $n$ processes that can tolerate two $(n - 1)$-constrained crash failures (Corollary 1 in [5, 22]).

4 Generalization for $k = 1$, $x \geq 1$:

Consensus from Objects whose Consensus Number is $x$

As we are about to see, Algorithm 2 is a reduction to Algorithm 1, which exploits the additional power provided by objects (denoted $x$-CONS) whose consensus number is $x$. We present below two consensus algorithms:

- Algorithm 2, which tolerates up to $x (n - x)$-constrained failures, and
- Algorithm 4.5, which tolerates up to $2x - 1 (n - 2x + 1)$-constrained failures, assuming $x$ divides $n$.

4.1 Presentation of Algorithm 2

Shared objects Algorithm 2 uses the same shared registers $DEC$, $LAST$, and $AC$ as Algorithm 1. It also uses:

- An array $INPUT[1\ldots \lceil n/x \rceil]$ where each entry $INPUT[j]$ (instead of being a simple read/write register) is a $x$-CONS object, and
- A Boolean array denoted $PARTICIPANT[1..n]$, whose entries are initialized to false.
- An array $XCONS[1\ldots \lceil n/x \rceil]$ of $x$-CONS objects.

The behavior of a process $p_i$ As already said, Algorithm 2 is a simple adaptation of Algorithm 1 to the use of $x$-CONS objects.

- The lines N1 and N2 are new. They aim to ensure that no process will block forever despite up to $x$ crashes.
- Each set of at most $x$ processes $p_i, p_j, \ldots$ such that $\lceil i/x \rceil = \lceil j/x \rceil$, defines a cluster of processes that share the same $x$-CONS object. Consequently, all the processes of a cluster act as if they were a single process, namely, no two different values can be written in $INPUT[\lceil i/x \rceil]$ by processes belonging to the same cluster.

4.2 Further Explanations

Before proving Algorithm 2, let us analyze it with two questions/answers.
operation propose($i_n$) is  
\begin{align*}
\text{(N1)} & \text{ PARTICIPANT}[^i] \leftarrow \text{true}; \\
\text{(N2)} & \text{ repeat } \text{ participant}_i \leftarrow \text{asynchronous reading of PARTICIPANT}[^{1..n}] \\
& \text{ until } \text{ participant}_i[^{1..n}] \text{ contains at most } x \text{ entries with false end repeat;}
\end{align*}

\begin{align*}
\text{(1-X)} & \text{ INPUT}[^{[i/x]}] \leftarrow \text{XCONS}[^{[i/x]}].\text{propose}($i_n$); \\
\text{(2-X)} & \text{ repeat } \text{ input1}_i \leftarrow \text{asynchronous non-atomic reading of INPUT}[^{[1..n/x]}]; \\
& \text{ input2}_i \leftarrow \text{asynchronous non-atomic reading of INPUT}[^{[1..n/x]}] \\
& \text{ until } \text{ input1}_i = \text{input2}_i \land \text{ input1}_i \text{ contains at most one } \perp \text{ end repeat;}
\end{align*}

\begin{align*}
\text{(3)} & \text{ val}_i \leftarrow \min(\text{values deposited in } \text{input1}_i); \\
\text{(4)} & \text{ if } (\exists j \text{ such that } \text{input1}_i[j] = \perp) \text{ then } \text{LAST} \leftarrow j \text{ end if;}
\end{align*}

\begin{align*}
\text{(5)} & \text{ } \langle \text{tag}_i, \text{res}_i \rangle \leftarrow \text{AC.ac_propose}($\text{val}_i$); \\
\text{(6)} & \text{ if } (\text{tag}_i = \text{commit} \lor \text{LAST} = [i/x]) \text{ then } \text{DEC} \leftarrow \text{res}_i \text{ else } \text{wait(DEC \neq \perp)} \text{ end if;}
\end{align*}

\begin{align*}
\text{(7)} & \text{ return(DEC);} \tag{N3}
\end{align*}

Algorithm 2: Consensus tolerating up to $x$ $(n - x)$-constrained failures (on top of $x$-CONS objects)

**Question 1** Can Algorithm 2 where $x \geq 1$, tolerates $(x + 1)$ $(n - (x + 1))$-constrained process crashes?

The answer is “no.” This is because if $(x + 1)$ processes crash, for example, initially (as allowed by the $(n - (x + 1))$-constrained assumption), the other processes will remain blocked forever in the loop of Line N2. This entails the second question.

**Question 2** Are the lines N1-N2 needed?

Let us consider Algorithm 2 without the lines N1-N2 and with $x = 2$, and let us examine the following possible scenario which involves five processes $p_1, \ldots, p_5$. So, $p_1$ and $p_2$ belong the cluster 1, $p_3$ and $p_4$ belong the cluster 2, and $p_5$ belongs to cluster 3. Let us assume that the value $in_5$ proposed by $p_5$ is smaller than the other proposed values.

- Both processes $p_1$ and $p_3$ execute Line 4 and write the cluster number 3 in LAST.
- Then, process $p_5$ executes from Line 1-M until Line 4.
- Then, the processes $p_1$, $p_3$, and $p_5$ execute Line 5, and obtain the tag adopt.
- Then $p_5$ crashes. It follows that $p_5$ will never write in DEC which forever remains equal to $\perp$.
- Then $p_2$ and $p_4$ execute Line 1-X to Line 4, and obtain adopt from the adopt/commit object.
- It follows that, when the processes $p_1$, $p_2$, $p_3$, and $p_4$ execute Line 6 they remain forever blocked in the wait statement.

Hence, Lines N1 and N2 cannot be suppressed from Algorithm 2.
4.3 Proof of Algorithm 2

**Theorem 2.** Let \( n \geq x \) and \( \lambda = n - x \). Considering an asynchronous RW system enriched with \( x \)-CONS objects, Algorithm 2 solves consensus for \( n \) processes in the presence of at most \( x \) \( \lambda \)-constrained crash failures.

**Proof.** Let us first observe that, as at most \( x \) processes may crash, no process can block forever at Line N2.

Now, let us show that the lines N1-N2 cannot entail a process to block forever at any line from 1-X to 7. To this end, let us consider the \( n \) processes are partitioned in clusters of at most \( x \) processes so that \( p_i \) belongs to the cluster identified \( \lceil i/x \rceil \). A cluster crashes if all its processes crash. A cluster is alive if at least one of its processes does not crash. There are two cases.

- Each cluster contains at least one process that does not crash, so all the clusters are alive. It follows that, when a process executes Line 4 and assigns a cluster identity to LAST, it is the identity of an alive cluster, from which follows that (if needed due to the predicate of Line 4) a correct process will be able to write a value in DEC, thereby preventing processes from being blocked forever in the wait statement at Line 6.
- All the processes in a cluster crash. Let us notice that at most one cluster can crash.\(^4\)

In this case, considering the clusters (instead of the processes) and replacing \( n \) by \( \lceil n/x \rceil \), we are in the same case as in the proof of Lemma 3. \( \square_{\text{Lemma 2}} \)

Since an \( x \)-CONS object is also a \( k \)-CONS object for every \( k \leq x \), the following theorem is a direct consequence of the previous one.

**Theorem 3.** Let \( n \geq x \) and consider an asynchronous RW system enriched with enriched with \( x \)-CONS objects. For every \( k \leq x \) and \( \lambda = n - k \), an algorithm exists that solves consensus for \( n \) processes in the presence of at most \( k \) \( \lambda \)-constrained crash failures.

4.4 When \( x \) Divides \( n \): Tolerating \( x - 1 \) Classical Any-time Failures

Let us consider the case where crash failures are not constrained. Those are the classical crashes that can occur at any time (they are called *any-time* failures in [5]). It is known that there is no consensus algorithm for \( n \geq x + 1 \) processes that can tolerate \( x \) any-time failures, using registers and wait-free consensus objects for \( x \) processes [10]. In such a model, Algorithm 2 has the property captured by the following theorem.

**Theorem 4.** If \( x \) divides \( n \), Algorithm 2 tolerates \( x - 1 \) any-time failures.

**Proof.** Using the cluster terminology defined in the previous proof, \( x \) divides \( n \), each cluster contains \( x \) processes exactly. As at most \( (x - 1) \) processes may crash, it follows that all the clusters must be alive. The rest of the proof is the same as the proof of Theorem 2. \( \square_{\text{Theorem 4}} \)

\(^4\)If \( x \) does not divides \( n \), and the cluster that crashes contains less than \( x \) processes, no other cluster can crash.
4.5 When $x$ divides $n$: Tolerating $2x - 1$ contention-related crash failures

Let Algorithm be Algorithm 2 where, at line 2 the predicate “$participant_i[1..n]$ contains at most $x$ entries with false” is replaced with “$participant_i[1..n]$ contains at most $2x - 1$ entries with false”. Then, the following theorem holds.

**Theorem 5.** Assume that $x$ divides $n$, $n \geq 2x - 1$, and $\lambda = n - 2x + 1$. Considering an asynchronous RW system enriched with $x$-CONS objects, Algorithm 2 solves consensus for $n$ processes in the presence of up to $(2x - 1)$ $\lambda$-constrained crash failures.

**Proof.** Using the cluster terminology defined in the proof of Algorithm 2, $x$ divides $n$, implies that each cluster contains $x$ processes exactly. As at most $2x - 1$ processes may crash, it follows that all the clusters, except maybe one, must be alive. The rest of the proof is similar to the proof of Theorem 2. $\square$ Theorem 5

4.6 A few refinements

As suggested by a reviewer, the previous results can be improved when the distribution of the $n \geq x$ processes among the $b = \lceil \frac{n}{x} \rceil$ clusters is balanced. This can be achieved by assigning process $p_i$ to cluster $(i \mod b) + 1$ (instead of assigning it to $\lceil \frac{i}{x} \rceil$). The consequence of this is that all clusters have $(x - 1)$ or $x$ processes. Then, there are three cases for which the previous theorems remain valid.

- If $n$ is a multiple of $x$, all clusters have $x$ processes.
- If $(n + 1)$ is a multiple of $x$, all clusters have $x$ processes except one that has $(x - 1)$ processes. Then, Theorem 5 can be adapted to prove that consensus can be solved if $n \geq 2x - 2$, $\lambda = n - 2x + 2$, and the number of failures is up to $(2x - 2)$.
- Otherwise, all clusters have at least $(x - 1)$ processes. Then, Theorem 5 can be adapted to prove that consensus can be solved if $n \geq 2x - 3$, $\lambda = n - 2x + 3$, and the number of failures is up to $(2x - 3)$.

5 Generalization for $k \geq 1$, $x = 1$:

$k$-set Agreement from Read/Write Registers

Algorithm 1 can be generalized to $k$-set agreement with $k \geq 1$. The obtained algorithm tolerates up to $k$ $(n - k)$-constrained failures.
5.1 Presentation of Algorithm 3

Shared objects Algorithm 3 uses the same shared objects \textit{INPUT}, \textit{DEC}, and \textit{AC} as Algorithm 1. However, the shared register \textit{LAST} is replaced by a Boolean array of atomic single-writer multi-reader registers. Each of its entries is initialized to \textit{false}.

The behavior of a process \( p_i \) Algorithm 3 is nearly the same as Algorithm 1. The two differences are as follows.

- Up to \( k \) processes may crash, instead of only one for Algorithm 1, thus processes can leave the waiting loop of Line 2-K when they have seen at least \( n - k \) participants.
- The management of the late processes is different. Up to \( k \) processes are not waited for in the loop of Line 2-K. Thus, a process \( p_i \) may see up to \( k \) \textit{-values inside} \textit{input1}_i after exiting Line 2-K. If \textit{input1}_i[j] equals \textit{-}, \( p_j \) is a belated process or has crashed before depositing its input values in \textit{INPUT}[j]. \( p_i \) posts this information by switching \textit{LAST}[j] to \textit{true}.

After the adopt/commit on Line 5, there are two cases:

- If a process \( p_i \) gets the pair \((\text{commit}, \text{res}_i)\), due to the Weak Agreement property of the adopt/commit object, no value different from \( \text{res}_i \) can be decided. So \( p_i \) writes \( \text{res}_i \) in the shared register \textit{DEC} (Line 6-K).
- If no process \( p_i \) gets the adopt tag, the only values that can be decided are the ones obtained by processes \( p_j \) such that \textit{LAST}[j] equals \textit{true}. But there can be at most \( k \) such processes so they can put their \( \text{res}_j \) in \textit{DEC} (Line 6-K) and at most \( k \) different values will be decided.

Algorithm 3: \( k \)-set agreement tolerating \( k \) \((n - k)\)-constrained failure (on top of atomic RW registers)

\begin{verbatim}
operation propose(ini) is
code for \( p_i \)
(1) INPUT[i] \leftarrow ini;
(2-K) repeat input1_i \leftarrow asynchronous non-atomic reading of INPUT[1..n];
    input2_i \leftarrow asynchronous non-atomic reading of INPUT[1..n]
    until (input1_i = input2_i ∧ input1_i contains at most \( k \) \textit{-}) end repeat;
(3) val_i \leftarrow \min(\text{values deposited in input1}_i[1..n]);
(4-K) for each \( j \in \{1,..,n\} \) such that input1_i[j] = \textit{-} do \textit{LAST}[j] \leftarrow \text{true} end for;
(5) \langle tag_i, res_i \rangle \leftarrow AC.ac_propose(val_i);
(6-K) if (tag_i = \text{commit} ∨ \text{LAST}[i]) then \text{DEC} \leftarrow \text{res}_i \ else \text{wait}(\text{DEC} \neq \textit{-}) end if;
(7) return(\text{DEC}).
\end{verbatim}

5.2 Proof of Algorithm 3

Lemma 6. Algorithm 3 satisfies the Validity property of \( k \)-set agreement.

Proof. Same proof Lemma 1. \(\square\) Lemma 6
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Lemma 7. LAST[1..n] contains at most k entries equal to true.

Proof. By contradiction, assume there are at least k+1 true-values in LAST[1..n]. Initially LAST contains only false values. By Lines 2-K and 4-K, it means that there are two processes $p_i$ and $p_j$ such that, when they execute Line 4-K, $\exists j_1, j_2, j_1 \neq j_2$, such that $input1_{i_1}[j_1] = \bot \land input1_{i_2}[j_2] \neq \bot$ and $input1_{i_2}[j_1] \neq \bot \land input1_{i_2}[j_2] = \bot$.

Since processes only exit the loop of Line 2-K after two similar consecutive reads of INPUT and never write \bot into INPUT, it is impossible. \qed

Lemma 8. Algorithm 3 satisfies the Agreement property of k-set agreement.

Proof. There are two cases according to the value of the pair $\langle tag, res \rangle$ returned at Line 5.

- If a process $p_i$ obtains $\langle commit, res \rangle$, it follows from the Weak Agreement property of the adopt/commit object that any other process can obtain $\langle commit, res \rangle$ or $\langle adopt, res \rangle$ only. We then have $DEC = res$ after the execution of Line 6-K. Indeed, the assignment at Line 6-K can only be executed by a process that obtained $\langle commit, res \rangle$ or a process $p_j$ such that $LAST[j] = true$. In the latter case, $p_j$ obtained $\langle commit, res \rangle$ or $\langle adopt, res \rangle$ from its invocation of the AC object.

- If no process obtains $\langle commit, res \rangle$, it follows from Line 6-K that only processes $p_i$ such that $LAST[j] = true$ assigns a value to $DEC$. By Lemma 7, at most $k$ different values can be assigned to $DEC$ and consequently, no other value can be decided. \qed

Lemma 9. Algorithm 3 satisfies the Termination property of k-set agreement.

Proof. Due to the assumption that all the processes participate and at most $k$ processes can crash, no process can block forever at line 2-K.

Hence, all the correct processes invoke $AC.ac\_propose(val_i)$ and, due the Termination of the adopt/commit object, return from their invocation. If the tag $commit$ is returned at some correct process $p_j$, this process assigns a value to $DEC$. If the tag is $adopt$, we claim that at least one process $p_j$ such that $LAST[j] = true$ is a correct process. Hence, it then assigns a non-$\bot$ value to $DEC$. So, in all cases, we have eventually $DEC \neq \bot$, which concludes the proof.

Proof of the claim. If $LAST[j] = true$ at Line 6-K, there is a process $p_i$ that wrote true in $LAST[j]$ at Line 4-K. This means that $p_i$ found $input1_i[j] = \bot$ at Line 4-K and there was at most $(k-1)$ other $\bot$-entries in $input1_i$. Thus, we conclude that the contention threshold $\lambda = n - k$ was attained when $p_i$ wrote true in $LAST[j]$. But, by assumption, no process crashes after the contention threshold $\lambda = n - k$ has been attained. So, $p_j$ is a correct process. \qed

Theorem 6. Let $\lambda = n - k$. Considering an asynchronous RW system, Algorithm 3 solves k-set agreement for n processes in the presence of at most k $\lambda$-constrained failures, where $1 \leq k < n$.

Proof. The proof follows from the previous lemmas. \qed
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6 Generalization for \( k \geq 1, x \geq 1 \):

\( k \)-Set agreement from Objects whose Consensus Number is \( x \)

We combine the ideas of Algorithms 2 and 3 into Algorithm 4. This \( k \)-set agreement algorithm tolerates up to \( kx(n - kx) \)-constrained failures by exploiting the additional power provided by objects whose consensus number is \( x \).

6.1 Presentation of Algorithm 4

Shared objects Algorithm 4 uses the shared objects \( \text{DEC}, \text{LAST}, \) and \( \text{AC}, \text{PARTICIPANT}[1..n], \text{INPUT}[1..n/x] \) and \( \text{XCONS}[1..n/x] \) used in the previous algorithms.

The behavior of process \( p_i \): Similarly to Algorithm 2, processes wait for \( n - kx \) participants (Lines N1 and N2-K). Then, processes are separated into clusters of at most \( x \) processes such that two processes \( p_i \) and \( p_j \) belong to the same cluster if \( \lceil i/x \rceil = \lceil j/x \rceil \). Each cluster of processes then emulates the behavior of one process in Algorithm 3, using the \( x \)-CONS object to determine the value proposed by all processes of the cluster.

<table>
<thead>
<tr>
<th>operation</th>
<th>propose((i_{n_i})) is</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N1)</td>
<td>( \text{PARTICIPANT}[i] \leftarrow \text{true}; )</td>
</tr>
<tr>
<td>(N2-K)</td>
<td>\textbf{repeat} ( \text{participant}<em>{i} \leftarrow \text{asynchronous reading of} \ \text{PARTICIPANT}[1..n] ) \textbf{until} ( \text{participant}</em>{i}[1..n] \text{ contains at most } kx \text{ entries with false} ) \textbf{end repeat};</td>
</tr>
<tr>
<td>(1-X)</td>
<td>( \text{INPUT}[\lceil i/x \rceil] \leftarrow \text{XCONS}[\lceil i/x \rceil].propose(i_{n_i}); )</td>
</tr>
<tr>
<td>(2-KX)</td>
<td>\textbf{repeat} ( \text{input1}_i \leftarrow \text{asynchronous non-atomic reading of} \ \text{INPUT}[1..n/x]; ) ( \text{input2}_i \leftarrow \text{asynchronous non-atomic reading of} \ \text{INPUT}[1..n/x] ) \textbf{until} ( \text{input1}_i = \text{input2}_i \land \text{input1}_i \text{ contains at most } k \bot ) \textbf{end repeat};</td>
</tr>
<tr>
<td>(3)</td>
<td>( \text{val}_i \leftarrow \min (\text{values deposited in} \ \text{input1}_i) );</td>
</tr>
<tr>
<td>(4-KX)</td>
<td>\textbf{for each} ( j \in {1, \ldots, \lceil n/x \rceil } \text{ such that} \ \text{input1}_i[j] = \bot ) \textbf{do} ( \text{LAST}[j] \leftarrow \text{true} ) \textbf{end for};</td>
</tr>
<tr>
<td>(5)</td>
<td>( \langle \text{tag}_i, \text{res}_i \rangle \leftarrow \text{AC.ac_propose(val}_i); )</td>
</tr>
<tr>
<td>(6-KX)</td>
<td>\textbf{if} ( \langle \text{tag}_i = \text{commit} \lor \text{LAST}[\lceil i/x \rceil] \rangle ) \textbf{then} ( \text{DEC} \leftarrow \text{res}_i ) \textbf{else} ( \text{wait} (\text{DEC} \neq \bot) ) \textbf{end if};</td>
</tr>
<tr>
<td>(7)</td>
<td>\textbf{return} (\text{DEC}).</td>
</tr>
</tbody>
</table>

Algorithm 4: \( k \)-set agreement tolerating up to \( kx(n - kx) \)-constrained failures (on top of \( x \)-CONS objects)

6.2 Proof of Algorithm 4

\textbf{Theorem 7.} Let \( n \geq kx \) and \( \lambda = n - kx \). Considering an asynchronous RW system enriched with \( x \)-CONS objects, Algorithm 4 solves \( k \)-set agreement for \( n \) processes in the presence of at most \( kx \lambda \)-constrained crash failures.
Proof. Let us first observe that, as at most \( k \) processes may crash, no process can block forever at Line N2-K.

Now, let us show that lines N1 and N2-K cannot entail a process to block forever at any line from 1-M to 7. To this end, let us consider the \( n \) processes are partitioned in clusters of at most \( x \) processes so that \( p_i \) belongs to the cluster identified \( \lceil i/x \rceil \). A cluster crashes if all its processes crash. A cluster is alive if at least one of its processes does not crash. There are two cases.

- Each cluster contains at least one process that does not crash, so all the clusters are alive. It follows that, when a process executes Line 4-KM and assigns \texttt{true} to \( \text{LAST}[j] \), \( j \) is the identity of an alive cluster, from which follows that (if needed due to the predicate of Line 4-KX) a correct process will be able to write a value in \( \text{DEC} \), thereby preventing processes from being blocked forever in the wait statement at Line 6-KX.
- All the processes in a cluster crash. Let us notice that at most \( k \) clusters can crash. \(^5\) In this case, considering the clusters (instead of the processes) and replacing \( n \) by \( \lceil n/k \rceil \), we are in the same case as in the proof of Lemma 9.

\( \square \) Theorem 7

7 Impossibility Results

This section presents impossibility results for an asynchronous model which supports atomic read/write registers and \( x \)-CONS objects, in which \( \lambda \)-constrained and any-time crash failures are possible. Let an initial crash failure be the crash of a process that occurs before it executes its first access to an atomic read/write register.

Hence, there are three types of crash failures: initial, \( \lambda \)-constrained, and any-time. Let us say that a failure type \( T_1 \) is more severe than a failure type \( T_2 \) (denoted \( T_1 > T_2 \)) if any crash failure of type \( T_2 \) is also a crash failure of type \( T_1 \) but not vice-versa. Considering an \( n \)-process system, the following severity hierarchy follows from the definition of the failure types: any-time \( > (n−1) \)-constrained \( > (n−2) \)-constrained \( \cdots > 1 \)-constrained \( > \) initial (let us observe that any-time is the same as \( n \)-constrained and initial is the same as \( 0 \)-constrained).

Consensus with \( \lambda \)-constrained failures

Theorem 8. For every \( \ell \geq 0, \ x \geq 1, \ n > \ell + x, \) and \( \lambda = n − \ell \), there is no consensus algorithm for \( n \) processes, using atomic RW registers and \( x \)-CONS objects, that tolerates \((\ell + x)\) \( \lambda \)-constrained crash failures (even when assuming that there are no any-time crash failures).

Proof. Assume to the contrary that for some \( \ell \geq 0, \ x \geq 1, \ n > \ell + x, \) and \( \lambda = n − \ell \), there is a consensus algorithm, say \( A \), that

\(^5\)If \( x \) does not divides \( n \), and one cluster that crashes contains less than \( x \) processes, at most \( k − 1 \) other clusters can crash.
(1) uses atomic registers and $x$-CONS objects, and
(2) tolerates $\ell + x$ $\lambda$-constrained crash failures.

Given any execution of $A$, let us remove any set of $\ell$ processes by assuming they fail initially (this is possible because $(n - \ell)$-constrained $>$ initial). It then follows (from the contradiction assumption) that the assumed algorithm $A$ solves consensus in a system of $n' = n - \ell$ processes, where $n' > x$, using atomic registers and $x$-CONS objects.

However, in a system of $n' = n - \ell$ processes, process contention is always lower or equal to $n'$, from which follows that, in such an execution, $n'$-constrained crash failures are the same as any-time failures. Thus, algorithm $A$ can be used to generate a consensus algorithm $A'$ for $n' = n - \ell$ processes, where $n' > x$, that

(1) uses only atomic registers and $x$-CONS objects, and
(2) tolerates $x$ any-time crash failures.

But, this is known to be impossible as shown in [10]. A contradiction. \hfill \Box_{\text{Theorem 8}}

**Consensus using atomic registers only** For the special case of consensus using atomic registers only, the equation $n > \ell + x$ becomes $n > \ell + 1$. The following corollary is then an immediate consequence of Theorem 8.

**Corollary 1.** For every $0 \leq \ell < n - 1$ and $\lambda = n - \ell$, there is no consensus algorithm for $n$ processes, using atomic RW registers, that can tolerate $(\ell + 1)$ $\lambda$-constrained crash failures (even when assuming that there are no any-time crash failures). In particular, when $\ell = 1$, there is no consensus algorithm for $n$ processes that can tolerate two $(n - 1)$-constrained crash failures.

**Consensus with $\lambda$-constrained and any-time failures**

**Theorem 9.** For every $\ell \geq 0$, $x \geq 1$, $n > \ell + x$, $g \geq 0$, and $\lambda = n - \ell$, there is no consensus algorithm for $n$ processes, using atomic RW registers and $x$-CONS objects, that tolerates $(\ell + x - g)$ $\lambda$-constrained crash failures and $g$ any-time crash failures.

**Proof.** Follows immediately from Theorem 8 by observing that any-time crash failures belong to a more severe type of a failure than $\lambda$-constrained crash failures when $\lambda < n$, and is the same as a $\lambda$-constrained crash failure when $\lambda = n$. \hfill \Box_{\text{Theorem 9}}

8 Conclusion

This article has investigated the computability power of the pair made up of process participation plus contention-related crashes, when one has to solve consensus and the more general $k$-set agreement problem in an $n$-process asynchronous shared memory system enriched with objects the consensus number of which is equal to $x$. It has been shown that for $n \geq x$, consensus can be solved in such a context in the presence of up to $x$ process crashes if these crashes occur before process contention has attained the value $\lambda = n - x$. Furthermore,
for the case where $x$ divides $n$, it has been shown that consensus can be solved in such a context in the presence of up to $2x - 1$ process crashes if these crashes occur before process contention bypasses the threshold $\lambda = 2n - x + 1$. Then, enriching the computing model with $x$-CONS objects (objects that allow solving consensus among $x$ processes), the previous results have been extended for consensus and $k$-set agreement.

The corresponding consensus algorithms have been built in an incremental way. Namely, a read/write algorithm based on adopt/commit object has first been given, and then generalized by replacing atomic read/write registers by objects whose consensus number is $x$. Developments of the power/limit of this approach have also been presented, increasing our knowledge on an important topic of fault-tolerant process synchronization in asynchronous distributed systems.
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