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Many of us know the important work of Karl Popper, as philosopher of Science, specialized in modeling 

and simulation. Karl Popper is generally regarded as one of the greatest philosophers of Science of the 20th 

century. Among the criteria of the scientific method, which are intangible principles, we find refutability, 

non-contradiction and reproducibility. The latter is one of the conditions on which Popper distinguishes 

between the scientific or pseudo-scientific character of a study. Indeed, Science works by drawing "laws" or 

"principles" from reproducible observations whose main property is to be true as long as no observation has 

proved otherwise. Scientific conclusions can only be drawn from a well observed and described 

“result/event”, which has appeared several times, and has been observed by different people and/or studies. 

This criterion eliminates what seriously distorts the results as well as errors in judgment or even 

manipulations by scientists. 

 

Traditionally we have 2 main branches of the scientific method: the deductive branch with Mathematics 

and formal logic proofs and the empirical branch with statistical analysis of controlled experiments. We now 

see claims or hopes that Large Scale Simulation could be a 3rd branch and data intensive or data driven 

computer Science would be a 4th branch. The problem is that ‘our’ Computer Science is a young Science that 

do not currently meet the standards of branches 1 and 2. 



Computer Science rely on programs, that humans have to debug. Therefore, what is first required is even 

more stringent than reproducibility, it is repeatability. This means that with exactly the same input and 

execution environment, we expect exactly the same results. This is essential at least for debugging. 

Repeatability with single-core CPUs was relatively straightforward. With high performance computing and 

the hardware developments of last decades it is becoming more tough, if not impossible to obtain 

repeatability, often named “bitwise reproducibility” by computer Scientists. In recent computer Science 

papers we often see the term reproducibility but in fact it means the possibility to repeat the experiment and 

obtain the same result when the scientific computation is run several times with the same input data and the 

same execution context [2]. Replicability avoids changes and is required for debugging, reproducibility 

requires changes in the general sense. Reproducing computer experiments can be achieved by different 

studies, with different methods and hardware, but they will produce the same scientific conclusion.  

The problem with High Performance Computing (HPC) is that we are losing repeatability. It started with 

parallel systems where we realized that we could not obtain run to run repeatability, even on the same 

machine [1], and it became harder and harder, if not impossible to reach this repeatability goal with the 

numerical experiment run on different machines, or with different numbers of processing units, different 

types of processors/accelerators with different architectures, execution environments, computational loads, 

etc. Even our processor manufacturers started to introduce the loss of repeatability with non-determinism at 

the level of CPU cores (with out-of-order execution – see Intel documentation on this point 1 ). This 

optimization sometimes impacts the numerical results because floating point operations are non-associative. 

Most computer scientists are aware of that (not all), but the majority of HPC end-users do not realize this and 

they expect repeatability in sensitive area. Hybrid computing combining multicore CPUs and compute 

accelerators like GPUs, many-core processors like Intel Xeon Phi, or even dedicated FPGAs is amplifying 

this lack of repeatability. The main problem of this fact is that it is becoming particularly tough to setup 

debugged parallel programs, even at the level of a single computing node which already embed a lot of 

parallelism. When we have to track and understand a specific event, like particle tracking, the lack of run to 

run repeatability can be a problem. The quest for repeatability is not limited to debugging. 

The trend in numerical simulation is to build more complex models, sometimes with strict accuracy 

requirements. This often implies the use of high performance computing platforms tuned to obtain the results 

in an acceptable time (precise climate simulation is an example). For extreme cases in optimization problems, 

stochastic methods are used to produce interesting approximate solutions much faster than what deterministic 

                                                           
1 Run-to-Run Reproducibility of Floating-Point Calculations for Applications on Intel® Xeon Phi™ Coprocessors (and Intel® Xeon® Processors) – by Martin 

Cordel, https://software.intel.com/en-us/articles/run-to-run-reproducibi lity-of-floating-point-calculations-for-applications-on-intel-xeon 

https://software.intel.com/en-us/articles/run-to-run-reproducibi%20lity-of-floating-point-calculations-for-applications-on-intel-xeon


algorithms would produce. In the case of complex numerical integration on high dimensional domains, the 

deterministic methods are often slow and thus the use of Monte Carlo methods is required. In this context, 

parallel stochastic simulations are too often presented as “non-reproducible” since they have built-in 

randomness. But in fact, Monte Carlo methods rely on pseudo-random numbers on purpose. When we use 

pseudo-random numbers for stochastic models, we are running deterministic experiments since pseudo-

random number generators have been carefully crafted to be repeatable. This is essential for debugging. In 

addition, a careful and thorough parallelization of the pseudo-random number generators has to be seriously 

considered to avoid introducing strange biases in the statistics of your stochastic simulation [3]. 

However, anyone wishing to produce a scientific work of quality must pay attention to the numerical 

reproducibility of simulation results [4]. In this talk we will see that significant differences are observed in 

the results of parallel stochastic simulations if the practitioner fails to apply best practices. Remembering that 

pseudo-random number generators are deterministic, it is possible to reproduce the same numerical results for 

parallel stochastic simulations by implementing a rigorous method. A test application running with a billion 

threads will show that the method enables checking the parallel results with their sequential counterpart 

before scaling. This possible comparison, at small scale, increases confidence in the proposed models. This 

talk will present this method in the current context of numerical reproducibility which include soft errors 

impacting all top 500 machines, including the future Exascale machines that are coming.  
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