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Abstract

The molecular simulation of interfacial systems is a matter of debate because of the choice of many input parameters that can affect significantly the performance of the force field of reproducing the surface tension and the co-existing densities. After developing a robust methodology for the calculation of the surface tension on a Lennard-Jones fluid, we apply it with different force fields to calculate the density and surface tension of pure constituents of epoxy resins. By using the model that best reproduces the experimental density and surface tension, we investigate the impact of composition in mass fraction on uncured epoxy resins and the effects of degree of cross-linking on cured resins.

1 Introduction

Thermosetting polymers are matrices of choice in many industrial fields such as aerospace, automotive, construction sectors. For example, they are increasingly used in aircraft manufacturing for weight reduction and energy saving purposes. Epoxy polymers are some of the most prominent thermosetting polymers valued nowadays due to their good adhesion to many substrates, high stiffness, strength, creep resistance and thermal resistance when compared with thermoplastic polymers.1,2 Epoxy resins are formed from a liquid solution that evolves irreversibly into a solid material during the curing process through polymerization reactions between epoxy monomers and curing agents (often called hardeners). The resulting atomic scale structure can be assimilated to a giant hyper-branched molecule3 through a three-dimensional cross-linked network. Numerous combinations between resins and curing agents is possible, but the formulation of these resins is often guided by the target property through a mostly empirical approach.

The knowledge of the interfacial properties of epoxy resins is critical to understand and predict the adhesion properties of these resins in composite systems. A key-property is the surface tension, but very few data of surface tension are available in the literature.4,5 This lack of surface tension data can be explained in large part by the complexity of the nature of these multi-component materials including binder, hardener and additives and an increasing viscosity due to the cross-linking reaction. The experimental measurements6 of an epoxy mixture formed by diglycidyl ether of bisphenol-A (DGEBA) diluted with diglycidyl ether of 1,4 butanediol (DGE) at a weight ratio of 80/20 (DGEBA/DGE) show a weak decrease of the surface tension (γ) from about 41.5 to 38.5 mN m⁻¹ over a temperature range of 40 K. Other experiments7 report the surface tensions
of DGEBA prepolymer with different degrees of polymerization and observe that the surface tension increases by 1.3 mN m\(^{-1}\) as the degree of polymerization increases from 0.03 to 0.47. Another DGEBA-based epoxy system constituted by a DGEBA prepolymer modified with polypropylene glycol diglycidyl ether and mixed with an isophorone diamine hardener shows a decreasing function of \(\gamma = 37.5 - 0.05 \times T\) with temperature. An experimental work\(^5\) measured the surface tensions of the epoxy resin and the hardener components to conclude that the surface tension of the curing epoxy resin is not necessarily linked to those of the uncured epoxy resin and hardener. This study also reported very little changes in the surface tension as the curing reaction proceeds.

Since the interfacial tension is required for the end-use properties of these multi-component materials, it is possible to use molecular simulations that can compensate for this lack of surface tension. One of the major benefits of molecular simulations is the ability to rationalize and interpret macroscopic properties from molecular interactions.\(^9\) Indeed, the order of magnitude of surface tension depend on the strength of interactions. For example at 298 K, the surface tension of the \(n\)-pentane is 15 mN m\(^{-1}\) whereas it is equal to 72 mN m\(^{-1}\) for water.\(^{11-13}\) The strong electrostatic interactions in water characterized by the formation of hydrogen bonds are in the origin of this higher surface tension, but the surface tension of water looses about 20 mN m\(^{-1}\) over the 300–400 K temperature range. The increasingly realistic hope is then to design the resin with the targeted property based on the nature of the interactions. The reader is redirected to ref. 14 for a comprehensive review about the prediction of thermo-mechanical properties of curing thermoset polymers. A number of molecular models\(^{14}\) has been applied to the simulation of polymers, knowing that the performance and quality of the model may vary depending on the property to be calculated and the systems to be modelled.

Concerning epoxy systems, extensive research in molecular simulations was found in resins resulted from the cross-linking between diglycidyl ether of bisphenol F (DGEBF) and diethyl toluenediamine (DETD),\(^{15-19}\) triethyleneetetramine (TETA)\(^{20-23}\) or diethylenetriamine (DETA)\(^{24}\) especially in the fields of modern aeronautics. The crosslinking of the diglycidyl ether of bisphenol A (DGEBA) resin was also widely studied with different hardeners, such as isophorone diamine (IPDA),\(^{25-27}\) trimethylene glycol dip-aminobenzoate (TMAB),\(^{28}\) diethylenetetramine (DETD),\(^{29-32}\) triethyleneetetramine (TETA),\(^{29}\) ethylenediamine (EDA),\(^33\) diaminodiphenyl sulfone (DDS),\(^34\) methylenedianiline (MDA),\(^35\) poly(oxopropylene) diamines (POP),\(^{36-38}\) 4,4’-methylenbis (cyclohexylamine) (MCA),\(^{37}\) diethylenetriamine (DETA),\(^{39-42}\) and polyetheramine JEFFAMINE D-230.\(^{43-46}\)

The quality of the prediction of properties such as density, glass transition temperature, elastic constants, and heat capacity depends mainly on the accuracy of the molecular models but not too much on the methodology used for the calculation of the property.

The same does not necessarily apply to the calculation of the surface tension of liquids.\(^{47}\) Of course, the quality of the model contributes to the reproduction of the surface tension, but a set of parameters related to the methodology can affect significantly the performance of the prediction\(^9,47\) of this interfacial property. Indeed, calculating the surface tension of a liquid requires to model a two-phase system with an explicit interface between the vapor and liquid bulk phases, leading then to a heterogeneous system in density along the direction normal to the interface. This density gradient along this direction means that certain assumptions that are valid in a homogeneous system are no longer verified in a heterogeneous environment. More specifically, the truncation of the Lennard-Jones potential is not too problematic in bulk phases, since it is corrected by adding long range corrections to the energy and forces equations. In contrast, a significant number of studies have focused on the long range corrections to be applied to macroscopic properties\(^{47-53}\) and some of them proposed to apply local specific long range corrections on energy, forces and related properties.\(^{49,50,54,55}\) The im-
impact of the truncation of the force and energy was investigated through the deviations observed on surface tension values calculated by Monte Carlo and Molecular Dynamics simulations. Surface tension dependencies were established on system-sizes and some recommendations were proposed to avoid strong system-size effects. For a comprehensive review about the calculation of the surface tension, the reader is directed to Ref. 47.

Here, we propose to investigate how general force fields such as GAFF2, OPLS, PCFF and CGenFF perform in the prediction of the densities and surface tensions of DGEBA, DGEBU, DGEBF and DGEVA prepolymers and IPDA, DETA, MDA and TEPA hardener liquids (see Figure 1). We extend the investigation to mixtures of polymers and hardeners and cured epoxy resins. Since these force fields differ in the way of truncating the non-bonded interactions, we start the study by establishing a methodology that should allow us to make a quantitative comparison between the different molecular models on both surface tension and density of epoxy resins.

2 Computational methods

2.1 All-Atom Force fields

The general expression of a force field sums intramolecular and intermolecular energy contributions of a molecular system to yield the energy of the configuration. The intramolecular interactions (see Eq. 1) normally consists of bonds stretching, angle bending, dihedral and improper torsions and non-bonded energy contributions. We used the All-Atom (AA) version of the classical force fields indicating that all the atoms of the molecules are treated explicitly. In the class I force fields such as General Amber Force Field (GAFF2), Chemistry at Harvard Macromolecular Mechanics General Force Field (CGenFF), Optimized Potentials for Liquid Simulations (OPLS) molecular models, the bond stretching and angle bending energy are described by harmonic potentials. In class II force fields such as Polymer Consistent Force Field (PCFF), cross terms represented by \( U_{\text{coupling}} \) in Eq. 1 can be added to the intramolecular interactions to model couplings between stretching, bending and torsion.

\[
U_{\text{intra}} = U_{\text{bonds}} + U_{\text{angles}} + U_{\text{torsions}} + U_{\text{impropers}} + U_{\text{coupling}} + U_{\text{nb}}
\]

The non-bonded interactions can occur between atoms in the same molecule thus contributing to intramolecular interactions and between atoms of different molecules giving rise in that case to intermolecular interactions (see Eq. 2). In most cases, these intramolecular non-bonded interactions take place between atoms separated by more than three bonds, with a possible scaling of the 1-4 interactions whose value depends on the force field.

\[
U_{\text{inter}} = U_{\text{nb}} = U_{\text{elect}} + U_{\text{LJ}}
\]

As shown by Eq. 2, the intermolecular interactions result from repulsion-dispersion and electrostatic interactions represented by Lennard-Jones and Coulomb potentials, respectively.

The electrostatic interactions between two charges \( q_i \) and \( q_j \) at a distance \( r_{ij} \) is represented by the Coulomb potential as

\[
U_{\text{elect}} = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \frac{q_i q_j}{4\pi\epsilon_0 r_{ij}}
\]

where \( \epsilon_0 \) represents the dielectric constant of the vacuum. These electrostatic interactions can be calculated by using the Ewald and PPPM methods. The latter consists of making an approximate calculation of the reciprocal space contribution by mapping the system on a mesh and using fast Fourier transform.

The van der Waals interactions are mostly described by the 12-6 Lennard-Jones (LJ) potential

\[
U_{\text{LJ}}^{12,6} = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} S(r_{ij}) 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right]
\]

where \( \varepsilon_{ij} \) and \( \sigma_{ij} \) correspond to the energy
parameter of the interaction and the Lennard-
Jones core diameter. The \( S(r_{ij}) \) function in
Eq. 3 and Eq. 4 indicates how are truncated the
interactions. For the GAFF2, OPLS and PCFF
force fields, the interactions are truncated by
using a cutoff radius \( r_c \) such as

\[
S(r_{ij}) = \begin{cases} 
1, & \text{if } r_{ij} \leq r_c \\
0, & \text{if } r_{ij} > r_c 
\end{cases} \tag{5}
\]

For the CGenFF model, the electrostatic and
LJ interactions are modified by a switching
function in order to make energy and forces
equations continuous at the cutoff radii \( r_{c1} \) and
\( r_{c2} \). The switching function used in the
CGenFF force field is defined by

\[
S(r_{ij}) = \frac{1}{\left(\frac{r_{c2} - r_{c1}}{r_{c2} - r_{c1}}\right)^3} \frac{1}{\left(\frac{r_{c2} - r_{c1}}{r_{c2} - r_{c1}}\right)^3} \text{if } r_{c1} < r_{ij} \leq r_{c2} \tag{6}
\]

In the PCFF model, the repulsion term \( r_{ij}^6 \)
of the LJ potential is replaced by a softer repulsion
term \( r_{ij}^9 \) as in the following equation

\[
U_{LJ}^{9,6} = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} S(r_{ij}) \varepsilon_{ij} \left[ 2 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^9 - 3 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right] \tag{7}
\]

The LJ parameters for the interactions be-
tween unlike sites in the CGenFF and GAFF2
force fields were calculated by using the
Lorentz-Berthelot combing rules\textsuperscript{74,75} which are
gemetric for \( \varepsilon_{ij} = (\varepsilon_{ij}\varepsilon_{jj})^{1/2} \) and arithmetic
for \( \sigma_{ij} = 1/2(\sigma_{ii} + \sigma_{jj}) \). In contrast, OPLS
model uses a geometric mean mixing rule\textsuperscript{76} for
both \( \sigma \) and \( \varepsilon \) whereas PCFF applies specific
Waldman-Hagler rules\textsuperscript{77} defined as follows for
\( \sigma_{ij} \) and \( \varepsilon_{ij} \), respectively.

\[
\sigma_{ij} = \left( \frac{\sigma_{ii}^6 + \sigma_{jj}^6}{2} \right)^{1/6} \tag{8}
\]

\[
\varepsilon_{ij} = 2 \left( \sigma_{ii}^6 \sigma_{jj}^6 \right)^{1/2} \sqrt{\varepsilon_{ii}\varepsilon_{jj}} \tag{9}
\]

2.2 Dispersion term

Since the second term in the LJ potential is
short-ranged, the dispersion interactions are

\[
U_{\text{dispersion}} = -\sum_{i=1}^{N-1} \sum_{j>i}^{N} B_{ij} \frac{e_{ij}^2}{r_{ij}^6} \tag{10}
\]

For example, Eq.(11) expresses the force on
the atom \( i \) due to the dispersion term of Eq.(10)

\[
f_i = \sum_{j=1}^{N} B_{ij} \left[ 6 + 6\beta^2 r_{ij}^2 + 3\beta^4 r_{ij}^4 + \beta^6 r_{ij}^6 \right] \times \exp(-\beta^2 r_{ij}^2) \frac{r_{ij}}{r_{ij}^8} \tag{11}
\]

\[
+ \frac{\pi^{1/2}}{12V} \text{Im} \left( \sum_{h\neq 0} i b_i \exp(-i h \cdot r_i) h^3 \right) 
\times \left[ \pi^{1/2} \text{erfc}(b) + \left( \frac{1}{2b^3} - \frac{1}{b} \right) \exp(-b^2) \right] S_0(h) h \]

where \( \beta \) is the Ewald parameter for dispersion
interactions. \( b \) is defined as \( |k|/2\beta \) where \( k \)
represents the vectors from the discrete \( 2\pi n/L \)
with \( L \) the length of the box vectors. \( h = |h| \)
is the reciprocal lattice vector. \( S_0(h) \) is a com-
plex number describing the structure factor and
defined as

\[
S_0(h) = \sum_j b_j \exp(-i h \cdot r_j) \tag{12}
\]

When PPPM is used, the expression of the
force \( f_i \) can be found elsewhere\textsuperscript{51}.
2.3 Surface tension

The surface tension $\gamma$, originally given by Kirkwood and Buff,\textsuperscript{80} is defined by

$$\gamma = \frac{1}{2}(p_N - p_T) L_z$$  \hspace{1cm} (13)

where $p_N$ and $p_T$ are the normal and tangential components of the pressure and $L_z$ is the length of the simulation cell in the $z$ direction. Since a two phase simulation (see Figure 1.i) with periodic boundary conditions consists of two interfaces, the surface tensions calculated from Eq.(13) is divided by 2 to calculate $\gamma$ for a single interface. For a planar interface, $p_N$ is given by $p_{zz}$, whereas the tangential component $p_T$ is given by $\frac{1}{2}(p_{xx} + p_{yy})$.

Irving and Kirkwood\textsuperscript{80-85} have shown that $\gamma$ can be calculated from $p_N(z)$ and $p_T(z)$, the components of the pressure tensor as a function of $z$:

$$\gamma = \frac{1}{2} \int_{-L_z/2}^{L_z/2} (p_N(z) - p_T(z)) \, dz$$  \hspace{1cm} (14)

This local definition of $\gamma$, based on the mechanical road, uses the force acting across a unit area in the $z$-plane for one interface. There is no unique way of calculating the forces across a particular area, since it is unclear which atoms contribute to this force. This has no effect on $p_N(z)$ but different choices of the contour can affect the definition of $p_T(z)$. However, these choices have no effect on the integral in Eq.(14). We use here the Harasima definition\textsuperscript{80,82,86} for the normal and tangential pressure components. The normal component of the pressure tensor can be written as

$$p_N(z) = \langle \rho(z) \rangle k_B T + \frac{1}{2 A \Delta z} \left( \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (z_{ij} (f_{ij})_z) \right) \times (\delta(z - z_i) + \delta(z - z_j))$$  \hspace{1cm} (15)

where $A$ is the surface area, $\Delta z$ is the thickness of the slab and $\rho(z)$ is the local number density. The simulation box is divided into $N_z$ slabs of thickness $\delta z$. $f_{ij}$ is the force between atoms $i$ and $j$ defined as:

$$f_{ij} = -\frac{r_{ij}}{r_{ij}} \frac{dU(r_{ij})}{dr_{ij}}$$  \hspace{1cm} (16)

where $U$ represents all the intramolecular and intermolecular energy contributions described in Eqs.(1) and (2). The tangential component of the pressure tensor is then expressed as follows

$$p_T(z) = \langle \rho(z) \rangle k_B T + \frac{1}{4 A \Delta z} \left( \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (x_{ij} (f_{ij})_x + y_{ij} (f_{ij})_y) \times (\delta(z - z_i) + \delta(z - z_j)) \right)$$  \hspace{1cm} (17)

These equations indicate that half of the virial contributions arising between atom $i$ and atom $j$ is assigned to the slab where $i$ is located and the other half to the slab where $j$ is located. For CGenFF, since intermolecular energies and forces are modified by a switching function that makes energy and forces equations decrease smoothly to zero at the cutoff, no long-range corrections due to the truncated potentials need to be applied to the pressure components and surface tension.

2.4 Simulations details

The liquid-vapor interface of the single LJ center was simulated at $T = 100 \text{K}$ using an united model with $\sigma = 3.7327 \text{Å}$ and $\epsilon = 1246 \text{kJ mol}^{-1}$ and 5000 molecules. The dimensions of the cell are $L_x = L_y = 50 \text{Å} = 13.4 \sigma$ while $L_z = 300 \text{Å} = 80.4 \sigma$. These dimensions are significantly larger than those recommended\textsuperscript{56,61} to avoid any dependence of the surface tension on the system size. The liquid-vapor interface of water, modelled with TIP4P/2005,\textsuperscript{87} was simulated at $T = 300 \text{K}$ using an all-atom model. The dimensions of the cell are similar to the ones used with the single LJ center. Likewise with pre-polymers and hardeners, the dimensions of the cell are only changed for $L_z = 180 \text{Å}$
and the simulation takes place at 300 K. Each cell contains about 20,000 atoms. The dimension of the liquid phase is thus close to 85 Å. When treating the mixture of pre-polymers and hardeners, a global of 400 molecules is used inside the simulation box. The following mole fractions are used: 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, and 0.80. These mole fractions are then computed as a weight fraction to compare with the experimental data.

More generally, the periodic boundary conditions were applied in all three directions. The MD simulations were performed in the constant-$NV _T$ statistical ensemble. The Velocity-Verlet integrator was used to integrate the equations of motion using a time step of 1 fs. In order to control the temperature, a Nosé-Hoover thermostat was applied. The thermodynamic interfacial properties were averaged over 10 independent simulations and the statistical fluctuations were calculated using these 10 superblock averages. The equilibration period of each independent simulation was performed over 1 nanosecond, and data were collected over additional 10 nanoseconds. When the dispersion term of the Lennard-Jones potential is calculated with the PPPM method, we used meshes of size $30 \times 30 \times 180$ Å. The Ewald parameter was set to $\beta = 0.2894$ Å$^{-1}$.

2.5 Experimental details

A common setup, based on pendant drop tensiometry, was used to determine the liquid-vapor surface tension experimentally. The OCA 50 DATAPHYSICS INSTRUMENT apparatus consists in a light source, a needle and a camera. A known volume of liquid is pushed through the needle in order to obtain a pendant drop, then a digital image is captured. Numerically, the edge of the drop is computed and surface tension is acquired via the Young-Laplace equation:

$$\gamma \left( \frac{1}{R_1} + \frac{1}{R_2} \right) = \Delta P = \Delta P_0 - \Delta \rho gz \quad (18)$$

Figure 1: Typical configurations of epoxy polymers a) DGEBA, b) DGEBF, c) DGEBU, d) DGEVA and curing agents e) DETA, f) TEPA, g) IPDA h) MDA and i) a liquid-vapor interface of a DGEBA+IPDA mixture.

3 Results and discussions

3.1 Methodological issues

In order to avoid any troubles with the methodology and to verify that the thermodynamic equilibrium is respected whatever the form of the model used, we plot in Figure 2 the differences between the normal and tangential components of the pressure tensor calculated as a function of $z$ by using Eqs.(15) and (17), respectively. As expected for a planar interface in the NVT ensemble, the normal and tangential pressures must be equal in vapor and liquid phases, i.e. the difference should be zero. Figure 2 confirms that $p_N(z) - p_T(z) = 0$ in the bulk phases. Since $p_T(z)$ should be negative and $p_N(z)$ constant at the interface, the positive peaks of $p_N(z) - p_T(z)$ refers to the tension at the interface. The two peaks are approximately symmetric indicating that our two-phase system is at equilibrium. The surface tension is then measured as a function of $z$ by integrating $p_N(z) - p_T(z)$. As shown in Figure 2, this property is constant in the bulk phases and the contribution for both interphases is the same. The mechanical equilibrium is valid whatever the method used for the calculation of the dispersion term.
We report in Figure 3 the values of surface tension of methane calculated with different models for the dispersion term for a cutoff radius changing from 8 to 24 Å. As the dispersion term of the LJ potential is truncated at the cutoff radius (see Eqs. (5) and (6)), a long range correction is needed to account for the missing part. This long-range contribution was calculated by using the following expression:

\[
\gamma \text{LRC} = \frac{\pi}{2}(\rho_l - \rho_v)^2 \int_0^1 ds \int_{r_c}^{\infty} dr \coth \left( \frac{2rs}{d} \right) \\
\times \frac{dU_{ij}^{12,6}}{dr} r^4 (3s^3 - s)
\]  

(19)

where \( \rho_l, \rho_v \) represent the densities of the liquid and vapor phases, respectively. \( d \) is an estimation of the thickness of the interface and \( s \) is a parameter defined as \( s = (z_i - z_j)/r_{ij} \). The values of \( \rho_l, \rho_v \) and \( d \) are obtained by assuming that the density profile \( \rho(z) \) can be fitted to a hyperbolic tangent function of width \( d \):

\[
\rho(z) = \frac{1}{2}(\rho_l + \rho_g) - \frac{1}{2}(\rho_l - \rho_g) \tanh(2(z - z_g)/d)
\]  

(20)

where \( z_g \) is the position of the Gibbs dividing surface. Figure S1 of the Supporting Information shows that the atomistic density profile can be fitted accurately with Eq. (20). With the dispersion term calculated with the switching function of Eq. (6), no long range correction is needed since the potential and force equations decrease smoothly to zero. For the PPPM and Ewald methods, the long range interactions are already explicitly treated in Fourier space and no correction needs to be applied to the surface tension. Figure S2 of the Supporting Information shows the long-range correction to the surface tension calculated with Eq. (19) at different cutoffs along with the intrinsic or short range part of the surface tension. We observe that this tail contribution decreases from about 8 to 1 mN m\(^{-1} \) as the cutoff increases from 8 to 24 Å. For a standard value of cutoff of 12 Å, the long range correction to the surface tension contributes by 25% to the total value of \( \gamma \).

Figure 3 reports the cutoff-dependence of both surface tensions and liquid densities of the LJ fluid when the dispersion term is calculated with a truncated and a truncated and shifted LJ potential but also with the PPPM and Ewald methods. First, the truncated and shifted LJ potential of Eqs. (4) and (6) shows in Figure 3a a strong dependence of \( \gamma \) on the cutoff with a value that more than doubles over the 8..24 Å cutoff range. Adding a long-range correction to the surface tension (see Eq. (19)) strongly mitigates the cutoff-dependence of \( \gamma \).

From \( r_c = 16 \) Å, we may consider that the surface tension becomes independent of the cutoff. Interestingly, when the dispersion term is calculated by Ewald and PPPM methods, we no longer observe a dependence of the surface tension on the cutoff radius with values that varies by no more than 2% with respect to the limit value obtained with the largest cutoff of 24 Å.

Figure 3b shows how the liquid densities of the liquid-vapor equilibrium changes in the 8..24 Å cutoff range. Since the liquid density cannot be modified by tail contributions, we observe the same cutoff-dependence of liquid densities for truncated LJ potentials. The Ewald and PPPM methods used for treating the dispersion part avoid any dependence of the liquid density on cutoff radius. We next sought to investigate in Figure 4 whether the calculation
Figure 3: a) Surface tensions and b) liquid densities of the liquid-vapor equilibrium of methane at T = 100 K calculated at different cutoffs ($r_c$) with several approaches for the dispersion term as indicated in the legend.

of electrostatic interactions through the PPPM method in the liquid-vapor interface of water could modify the cutoff-dependence of the surface tension. This is not the case and applying electrostatic interaction via the PPPM method does not change the conclusion obtained with LJ fluids. The tail correction to the surface tension of water was also calculated by Eq.(19).

The main conclusion we can draw from Figures 3 and 4 is that it is possible to avoid an impact of the cutoff radius by applying the PPPM method for the calculation of the dispersion term. With truncated potentials, we show here that the values of surface tension modified by the addition of a correction term match very well the values obtained by using the PPPM method provided that you apply a cutoff of 16 Å. Taking into account the prohibitive calculation time required with the PPPM method and the need of modelling molecular systems much more complex than a single LJ center, we therefore retain the option of adding a long range contribution calculated with Eq.19 by using a cutoff of 16 Å to correct the surface tension.

3.2 Quality of the force field

3.2.1 Prepolymers and hardeners

Before evaluating the performance of the models on surface tension, it may be useful to test it on the density which requires a more straightforward calculation. In addition, for most liquids, we observe that the higher the density the greater the surface tension. This observation suggests a relationship between the density and the surface tension. Macleod established that the surface tension is proportional to the power...
four of the difference in the densities between the liquid and vapor phases. However, like any theoretical model, it is difficult to transfer from one family of molecules to another and requires numerous reparametrizations.

Figure 5 shows the correlation between experimental and simulated densities of prepolymer (DGEBA, DGEBF, DGEBU, DGEVA) and curing agents (IPDA, DETA, MDA, TEPA) for the GAFF2, OPLS, PCFF and CGenFF force fields. We can reasonably conclude that the prediction is good when the deviation from the experimental data remains below 5%.

Figure 5: Correlation between experimental and calculated densities at T=300 K. The densities are calculated with different force fields and for various prepolymer and hardeners as indicated in the legend. The dotted lines represent simulated densities that deviate by ± 5% from experiments. The error bars are less than symbols’ size.

The analysis of Figure 5 informs about the ability of the different force fields to reproduce the experimental densities at 300 K. First, the best prediction is obtained with the PCFF force field with an overall average absolute deviation of 2.7%. The following models OPLS, CGenFF, GAFF2 reproduce the experimental densities within overall absolute deviations of 4.5, 4.7 and 7.2 %. The worst prediction is obtained with MDA for which no model is able to predict the density within 9%. For the DETA prepolymer, only the PCFF model successfully reproduces the density at less than 5%. Finally, we observe that the maximum deviation from experiments is then less than 10% for all considered resins. From this comparison of densities with experiments, we can deduce that PCFF is the most successful model for all the polymers and hardeners used here. As a result, we propose to investigate its transferability on the surface tension.

Figure 6 shows the liquid-vapor surface tension of pure polymers and hardeners at 300 K and 400 K. The experimental surface tensions are given when available at 300 K. For completeness, Table 1 summarizes the available experimental surface tensions at 300 K along with the simulated surface tensions at both temperatures. The atomistic density profiles of the liquid-vapor interfaces of DGEBA and IPDA are given in Figure S3 in the Supporting Information for completeness.

Figure 6: Surface tensions of the liquid-vapor equilibrium of pure polymers and hardeners calculated with the PCFF model. The experimental surface tensions are only available at 300 K. These values are either taken from the literature, from our own experiments or deduced from $-\frac{d\gamma}{dT}$. The origin of these data is specified in Table 1. The simulated surface tensions at 400 K are given for completeness.

Figure 6 illustrates that the comparison with experiments shows significant deviations for
DGEBF (34%) and DGEBU (54%) prepolymer\-mers and reasonable agreements within a maximum deviation of 10% for IPDA, DETA, DGEBA and DGEVA systems. In some cases, such as for DGEBA, we observe deviations of the order of 25% between the experimental values alone as shown in Table 1. The worst prediction of the surface tension observed for DGEBF and DGEBU cannot be related to a poor prediction of the density. Indeed, the densities of DGEBF and DGEBU polymers deviate by less of 1% from experiments. This also shows the difficulty of measuring this property for epoxy resin. The same can be applied to the experimental aspect of this work. The various methodological bias can lead to uncertainties and endangers the quantitative results, but the simulation could guide new experiments in this field. We also shown in Figure 6 the values of $\gamma_{LV}$ calculated at 400 K. These values inform about the temperature dependence of the surface tension represented in Table 1 by the slope $d\gamma/dT$. Concerning the temperature dependence of $\gamma$, the molecular simulation predicts slopes ranging from 0.15 to 0.32 whereas experiments give coefficients in the range of 0.07 to 0.19 with substantial differences between the experimental values. Finally, the average deviation on the surface tension is less than 10% with the PCFF model. The prediction of the surface tension is much more sensitive in the same way as the experimental determination.

One of the advantages of molecular modeling lies in the ability to highlight a correlation between the molecular structure and a macroscopic property. Figure 7 shows the surface tension with respect to density for epoxy polymers and curing agents. The compounds are separated into three families. A family composed of DGEBU, DGEBA, DGEBF and DGEVA polymers, a second one of the three curing agents IPDA, DETA and TEPA and the third one composed only of the MDA curing agent. MDA has been singled out in a family because this compound contains both an amine function and two hydroxyl groups. We observe in Figure 7 that the density and surface tension of curing agents increase with the number of amine groups in line with the increase in the number of hydrogen bonds and a more associated liquid. For polymers, the surface tension and density are highest for the compound that has an aromatic group, two epoxy groups, three ether groups and a hydroxyl group. The smallest density and surface tension was found for DGEBU that only has two ethers and two epoxy groups with no aromatic group.

![Figure 7: Calculated surface tension of polymers and hardeners as a function of the simulated density.](image)

### 3.2.2 Uncured epoxy resins

After studying the pure compounds of the epoxy resins, we propose now to investigate the density and surface tension of mixtures of these compounds with respect to the composition in mass fraction. In this section, we do not consider any polymerization. We investigate three mixtures DGEBA + IPDA, DGEBU + IPDA and DGEVA+DETA mixtures. The simulated densities with the PCFF model are represented in Figure 8a along with available experimental densities of the pure compounds. We also add for comparison the density of the mixture calculated by assuming that the mixture has an ideal behavior with a zero enthalpy change of mixing and $\Delta V = 0$. In the case of DGEBA + IPDA
Table 1: Compilation of experimental and simulated data for the liquid-vapor surface tensions of epoxy resins and associated hardeners at 300K. The values marked with * were made experimentally in this work. The subscripts indicate the precision of the last decimal, e.g. 40.5\textsubscript{30} means 40.5 ± 3.0.

<table>
<thead>
<tr>
<th>Systems</th>
<th>( \gamma_{LV,300K} ) (mN m(^{-1}))</th>
<th>( \gamma_{LV,400K} ) (mN m(^{-1}))</th>
<th>(-\frac{d\gamma}{dT}) (mN m(^{-1}) K(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp</td>
<td>Simu</td>
<td>Exp</td>
<td>Simu</td>
</tr>
<tr>
<td>DGEBA</td>
<td>38\textsubscript{1} *</td>
<td>50.7\textsubscript{30}</td>
<td>34\textsubscript{14}</td>
</tr>
<tr>
<td></td>
<td>47.2\textsubscript{92}</td>
<td></td>
<td>46.9\textsubscript{44}</td>
</tr>
<tr>
<td></td>
<td>47.2\textsubscript{93}</td>
<td></td>
<td>43.9\textsuperscript{a\textsubsuperscript{7}}</td>
</tr>
<tr>
<td></td>
<td>46.9\textsuperscript{5}</td>
<td></td>
<td>36.3\textsuperscript{5}</td>
</tr>
<tr>
<td></td>
<td>44.1\textsubscript{8}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGEBF</td>
<td>41\textsubscript{2} *</td>
<td>55.0\textsubscript{10}</td>
<td>36.5\textsubscript{3}</td>
</tr>
<tr>
<td>DGEVA</td>
<td>50\textsubscript{3} *</td>
<td>56.0\textsubscript{27}</td>
<td>36.3\textsubscript{2}</td>
</tr>
<tr>
<td>DGEBU</td>
<td>45\textsubscript{2} *</td>
<td>44.4\textsubscript{4}</td>
<td>22.4\textsuperscript{a}</td>
</tr>
<tr>
<td></td>
<td>28.7\textsubscript{a\textsuperscript{7}}</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>41.9\textsubscript{93}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPDA</td>
<td>34\textsubscript{2} *</td>
<td>31.0\textsubscript{4}</td>
<td>16.8\textsubscript{3}</td>
</tr>
<tr>
<td></td>
<td>34.0\textsuperscript{a\textsubsuperscript{7}}</td>
<td></td>
<td>21\textsuperscript{a}</td>
</tr>
<tr>
<td>DETA</td>
<td>47\textsubscript{4} *</td>
<td>45.8\textsubscript{13}</td>
<td>24.6\textsubscript{5}</td>
</tr>
<tr>
<td></td>
<td>42.0\textsubscript{93}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEPA</td>
<td>—</td>
<td>61.6\textsubscript{42}</td>
<td>29.3\textsubscript{4}</td>
</tr>
<tr>
<td>MDA</td>
<td>—</td>
<td>48.4\textsubscript{38}</td>
<td>25.3\textsubscript{8}</td>
</tr>
</tbody>
</table>

\( \text{\textsuperscript{a}} \) estimated values from \(-\frac{d\gamma}{dT}\)

\( \text{\textsuperscript{b}} \) mixed with polypropylene glycol diglycidyl ether

mixture, we have the following relationship

\[
\rho_{\text{mixture}} = \frac{m_{\text{DGEBA}} + m_{\text{IPDA}}}{V_{\text{DGEBA}} + V_{\text{DETA}}} = \frac{1}{\frac{\chi_{\text{DGEBA}}}{\rho_{\text{DGEBA}}} + \frac{\chi_{\text{IPDA}}}{\rho_{\text{IPDA}}}}
\]

(21)

where \( \chi_{\text{DGEBA}} \) is the mass fraction of DGEBA component in the mixture and \( \rho_{\text{DGEBA}} \) is the density of the pure DGEBA. These calculated densities are reported in Figure 8a with dotted lines. First, Figure 8 shows that the simulated densities of both mixtures match very well with the densities predicted by Eq.21. Second, the simulated surface tensions of the DGEBA+IPDA mixture in Figure 8b show an increase from 30 to 50 mN m\(^{-1}\) with a reasonable agreement with the experimental surface tensions measured in this study. The increase of the surface tension with the composition is well-reproduced by our model in line with the increase of the density with the mass fraction. In the case of the DGEVA+DETA mixture, if we take the evolution of the density with respect to the composition as a basis, the surface tension is expected to increase. Indeed, we observe an increase of \( \gamma_{LV} \) by 10 mN m\(^{-1}\) over the composition range. Similarly, when studying the effect of the resin’s nature on the mixture, we note an lower increase of \( \gamma_{LV} \) for DGEBU+IPDA than for DGEBA+IPDA in tune with the surface tension of the pure resins. The surface tensions of the mixture were proven to be quite difficult to obtain experimentally due to various parameters such as viscosity for instance, simulations could thus aid in determining these surface tensions.
3.2.3 Cured epoxy resins

We now investigate the properties of a cured epoxy resin composed of DGEBA and curing agent IPDA as a function of the degree of cross-linking. We calculate the conversion rate or degree of cross-linking as the percent conversion which gives the ratio between the number of cure reactions carried out and the maximum number of theoretically possible reactions. We restrict the degree of cross-linking to 50% because beyond this value, we observe a solidification (gelation/vitrification) at 300 K during the curing process through the analysis of the local surface tension (see Figure S4 of the Supporting Information). This investigation of the impact of degree of cross-linking is possible by molecular simulation but is not experimentally controlled. The methodology used for building a three dimensional cross-linked polymer network has been published in ref. 96. Figure 9a shows the density of the cured DGEBA+IPDA epoxy resin as a function of the conversion rate at 300 K and 400 K. For both temperatures, molecular simulations reproduce the increase of density with increasing degree of cross-linking as expected from the volume shrinkage due to the increasing formation of covalent bonds. Over the range 0..50 \% of conversion rate, the density increases by about 1% and 5% at 300 K and 400 K, respectively. This is the order of magnitude reported in the literature\textsuperscript{17,97,98} for other epoxy resins. Additionally, a plateau is observed for a conversion rate of 20\% at 300 K whereas a monotonous increase of density upon increasing degree of cross-linking is found at 400 K, confirming a solidification process at the lowest temperature.

We now turn to the study of the liquid-vapor surface tension of the cross-linked epoxy polymers formed by DGEBA and IPDA. We do not retain the values of $\gamma_{LV}$ at 300 K since the resins exhibit the first steps of a solidification. Indeed, in the case of liquid-vapor equilibrium, the local surface tension defined by $\gamma(z) = \frac{1}{2} \int_{L_z/2}^{L_z} (p_N(z) - p_T(z)) dz$ should be constant in the bulk liquid phase. Figure S4a of the Supporting information shows that $\gamma(z)$ is no longer constant from a degree of cross-linking of 20\%. It means that the simulation is not long enough for the system to relax to its equilibrium state. The solution is either to perform much longer simulations or to perform the simulation at a higher temperature. We choose the second option by running simulations at 400 K. Indeed, Figure S4b of the Supporting Information shows the profiles of the surface tensions at 400 K. These profiles confirm that the DGEBA+IPDA remains liquid.
within the range 0.50% of conversion rate. As a result, Figure 9b reports the surface tensions with respect to the cross-linking density. We note an increase of the surface tension of about 7 mN m\(^{-1}\) upon increasing conversion rate corresponding to about an increase of \(\gamma_{LV}\) of 25% with respect to the uncured resin. From a theoretical viewpoint, the increase of the surface tension upon increasing cross-linking density is expected from the increase of number of covalent bonds and as a consequence of stronger intramolecular and intermolecular energy contributions.

4 Conclusions

Used as part of a robust simulation methodology, the force field is the key element for reproducing or predicting material properties. While the calculation of the density does not require a specific methodology, this is not the case for the calculation of surface tension. Indeed, this interfacial property is sensitive to a number of factors such as the truncation of the energy equation, size-effects and the definition used for the calculation.

For this reason, the first part of the work was devoted to methodological work. We have indeed demonstrated that the PPPM method should be used to model the dispersion term of the Lennard-Jones potential. By using this option on a single LJ center, the simulated surface tensions were shown to be independent of the cutoff radius. However, this alternative is very time-consuming and could be not routinely applied to molecular systems involving van der Waals and electrostatic interactions. The use of a truncated potential with the addition of long range correction to the surface tension approaches the value calculated with the PPPM method from a cutoff radius of 16 Å with a much more reasonable computing time.

We then showed that PCFF was the best force field for reproducing the density of pure liquids formed by prepolymersm and hardeners. We then tested the transferability of the PCFF model on the surface tension of different polymers and hardeners by using the methodology developed in this work. In this case, the deviation from experiments can only be assigned to the quality of the model. We obtained an average maximum deviation of 10%, with two polymers (DGEBF and DGEBU) showing dramatic deviations from experiments. These results must also consider that there are many discrepancies between the experimental values due to the complexity of obtaining such properties.

We completed this study by investigating uncured and cured epoxy resins. We studied the effects of increasing the mass fraction of prepolymer in epoxy resins on the density and surface tension properties. The values of surface
tensions were found in a reasonable agreement with the available experimental data. Finally, we investigate the impact of the cross-linking density of a cured DGEBA+IPDA epoxy resin at a higher temperature to preserve the liquid state of the resin. The surface tension was found to increase upon increasing the reaction conversion.

This study confirms molecular simulation as an essential tool for calculating the surface tensions of epoxy resins where experimental measurements are rare and difficult to perform. In addition, the PCFF force field is a good candidate for the study of bulk and interfacial properties of these three-dimensional polymer networks.

Supporting Information Available

Fit to the LJ density profile by using a tangent hyperbolic function, importance of the long-range corrections to the surface tension as a function of the cutoff radius, density profiles of the liquid-vapor interface of DGEBA and IPDA molecules, profiles of the surface tension along the direction perpendicular to the interface at 300 K and 400 K.
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