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Abstract

Background: Residual stresses often cause distortion to occur when
machining slender workpieces like those used in aeronautics. This distor-
tion is undesirable and may even cause the workpiece to be scrapped.
Identifying these residual stresses during machining is therefore crucial
to limit their effect on the final geometry of the part.
Objective: The aim of this work is to identify the through-thickness
residual stress distribution by processing displacement/strain fields mea-
sured on the workpiece during machining.
Methods: Digital Image Correlation is employed to measure, between
successive milling passes, the displacement and strain fields on the lat-
eral surface of the workpiece. These fields are then processed with the
Virtual Fields Method to identify the through-thickness residual stress
distribution. Compared to previous studies on this topic, no assumption
is made concerning the real through-thickness displacement field.
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Results: Simulations performed with synthetic data provided by a
finite element model show the feasibility of this approach and quantifies
its robustness when displacements are affected by measurement noise.
Results obtained with this approach in a real case are then compared
with their counterparts obtained with another identification technique,
which assumes that the workpiece behaves as a beam.
Conclusion: This study shows that it is possible to measure the
through-thickness distribution of residual stress in slender work-
pieces during machining by using a classic subset-based DIC soft-
ware and the Virtual Fields Method to process the displacement/s-
train maps. This opens the way for future developments aimed for
instance at updating in live machining sequences in order to obtain
machined parts immune from distortions caused by residual stresses.

Keywords: Digital Image Correlation, Displacement field, Machining,
Residual stress, Virtual Fields Method

1 Introduction

Full-field measurements techniques such as Digital Image Correlation (DIC)

have widely disseminated among the experimental mechanics community in

the recent past Grédiac and Hild (2012). Indeed, such techniques enable the

users to measure displacement or strain distributions over the external surface

of tested specimens, if not in their bulk Sutton et al (2009). Such fields are use-

ful to observe localized phenomena that occur when materials are loaded or,

within the framework of Material Testing 2.0 Pierron and Grédiac (2021), to

identify parameters governing constitutive equations by using numerical strate-

gies suitable for testing configurations giving rise to heterogeneous strain fields.

Comparatively, manufacturing issues seem to have been intensively addressed

with this type of tool only in the case of metal forming, for which forming

limit curves can be deduced from this type of measurement, Pottier et al

(2012); Mishra and Thuillier (2014); Schwindt et al (2015); Billur (2020) for

instance, or for the characterization of welded joints, Louëdec et al (2013);

Texier et al (2016); Milosevic et al (2021); Corigliano et al (2021) for instance.
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Indeed, the use of DIC is only seldom described as a measuring tool directly

placed in machining centers or other similar machine tools. In Harzallah et al

(2018), DIC and infrared thermography were used simultaneously to inves-

tigate orthogonal cutting. In Rebergue et al (2018, 2022), the warping of a

workpiece caused by residual stresses was measured by DIC during milling,

the underlying objective and ultimate goal being to update in live machin-

ing sequences to counterbalance the negative impact of these stresses on the

final geometry of machined parts. Another benefit of measuring such through-

thickness residual stress distributions is to perform finite element simulations

in which the load applied to the workpiece is this residual stress distribution

measured during milling. This enables the users to predict the warping of the

workpieces during machining, and thus to adjust and adapt the machining

sequence accordingly. As a general remark, several methods have been pre-

sented in the literature to estimate residual stress distributions, see the survey

presented in Cheng and Finnie (2007). All these techniques share the same

feature: the residual stress is released, and the resulting change of geometry

is measured. As a consequence, these methods are destructive. They mainly

differ in the way the residual stress is released. The most popular methods

rely on successive layer removals from plate or beam specimens Treuting and

Read (1951); Hospers and Vogelesang (1975); Jiang et al (2011); Dreier and

Denkena (2014), on slitting Cheng and Finnie (2007); Salehi et al (2020), slot-

ting Olson et al (2022) or cracking Prime and Hill (2002). The hole drilling

method is probably the least destructive one Gao and Shang (2009); Baldi

(2014, 2019); Razumovskii and Usov (2021), because the diameter of the hole

can potentially be small. Even a standard is available for this technique ASTM

(2021). Given the context of the present study, which is aimed to estimate

residual stress distributions through the thickness of workpieces during milling
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to adjust and adapt the machining sequence, we only focus here on the layer

removal technique.

As explained above, the change in geometry must be measured to esti-

mate the residual stress which is released. The classic route is to employ strain

gages or displacement sensors. The use of such sensors is well established and

well documented. They are however limited to local measurements. DIC has

been used in some studies to measure residual stress distributions with the

hole drilling method Gao and Shang (2009); Baldi (2014, 2019) or with slit-

ting Salehi et al (2020), the benefit being to provide full-field measurements,

but estimating such stress distributions during manufacturing is quite chal-

lenging because this is a harsh environment. Indeed, vibrations often blur the

images and cutting chips locally hide the part or cause light reflection to occur.

In Rebergue et al (2018, 2022), the objective was mainly to adapt DIC so

that it could be used in this type of environment. In these last two references,

the residual stress distribution was however not directly deduced from the dis-

placement fields measurement during milling. After Treuting and Read (1951),

Hospers and Vogelesang (1975) proposed to deduce, under mild assumptions,

the through-thickness residual stress distribution in elongated parts by mea-

suring their curvature between consecutive layer removals. This curvature was

not measured by using a full-field measuring technique. Indeed, it was deduced

from the coordinates of three different points. These coordinates were mea-

sured by means of a microscope which was attached to a pair of micrometer

slides. The workpiece had however to be unmounted after each pass to per-

form this measurement. The procedures presented in Hospers and Vogelesang

(1975); Rebergue et al (2018, 2022) were recently combined in Jovani et al

(2022), where the through-thickness residual stress profile was measured from

curvature deduced from DIC measurements. In this last paper however, the
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theoretical procedure proposed in Hospers and Vogelesang (1975) was not ques-

tioned. The spread of full-field measurement techniques has however led their

users to propose identification procedures in which the wealth of data provided

by such techniques is accounted for. For instance, some papers describing the

use of the Virtual Fields Method (VFM) to measure the load applied to tested

specimens are available in the literature, full-field displacement or strain fields

being measured with a suitable full-field measurement technique. This identifi-

cation technique was used in Pierron et al (2011) to measure the force applied

on a specimen during an impact test, in Berry et al (2014); Berry and Olivier

(2016); O’Donoughue et al (2019); Kaufmann et al (2019); Olufsen et al (2022)

to measure the dynamic loading applied on vibrating plates, in Kaufmann et al

(2019) to estimate the full-field surface pressure applied by an impinging air

jet to a bent plate, and in Kaufmann et al (2022) to measure surface pressures

on flat plates impacted by blast waves.

In this context, the objective of this paper is to use the VFM in order to

measure the stress distribution through the thickness of a slender part under

milling. The displacement and strain fields are estimated by DIC on the lateral

surface of the part, the camera being directly embedded in the machine tool.

The paper is organized as follows. The basics of the VFM are recalled

in Section 2. It is then explained in Section 3 how to use this method to

measure the through-thickness residual stress distribution which occurs within

a workpiece during machining. In Section 4, the procedure is first applied on

synthetic data provided by finite element simulations. We finally discuss in

Section 5 the advantage of this approach by processing experimental data.

These results are compared with those obtained in Jovani et al (2022), in which

the procedure proposed in Hospers and Vogelesang (1975) is employed.
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2 The Virtual Fields Method: a brief reminder

The Virtual Fields Method is an identification technique which was introduced

to process displacement or strain fields measured for instance by DIC Sutton

et al (2009) or by other full-field measurement techniques such as the grid

method Grédiac et al (2016) or interferometric moiré Cao et al (2020). It

has been mainly proposed to measure parameters governing various types of

constitutive equations Pierron and Grédiac (2012). Compared to the classic

finite element model updating technique, the main advantage of the VFM is

its much lower computational cost while keeping a good robustness when noisy

data are processed Zhang et al (2017); Martins et al (2018). This probably

explains why this technique has been used in a wide range of applications in

the recent years within the framework of Material Testing 2.0 Pierron and

Grédiac (2021).

The VFM relies on the Principle of Virtual Work (PVW), which is nothing

but the weak form of equilibrium Dym and Shames (1973). This principle

is often used to introduce the finite element method but it has been shown

in Grédiac (1989) that it could be advantageously used for identifying the

parameters governing constitutive equations from heterogeneous strain fields,

assuming the latter are measured on the surface of the tested specimen.

The PVW is obtained by considering first the local equilibrium equation.

This equilibrium reads as follows is statics

div(σ) + f = 0, (1)

where f is the volume force applied at any point of the solid and σ the stress

tensor. This equation, which is satisfied at any point of a solid, is then multi-

plied by any vector denoted by u∗ belonging to the H1(Ω) Sobolev space. The

first term is then integrated over the solid or any portion of it denoted by Ω.
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u∗ is referred to as a test function in mathematics but this vector is generally

considered as a virtual displacement in continuum mechanics, which leads the

quantity obtained by integration to be a virtual work. Thus

∫
Ω

div(σ).u∗dΩ +

∫
Ω

f.u∗dΩ = 0, ∀u∗ ∈ H1(Ω), (2)

where symbol “.” represents the dot product of two vectors. One of the features

of the PVW is that it is rigorously satisfied for an infinite number of virtual

fields u∗ Dym and Shames (1973).

After integrating by parts the first integral and reordering the different

quantities, we get

W ∗int +W ∗ext = 0, ∀u∗ ∈ H1(Ω). (3)

W ∗int is the internal virtual work and W ∗ext the external virtual work. The

latter is obtained by integrating the product of any traction acting over the

boundary ∂Ω and u∗, by multiplying any isolated force by the value of u∗ at

the point where this force is applied, and by multiplying any isolated moment

by the local virtual rotation induced by the virtual displacement field. The

internal virtual work W ∗int is the opposite of the doubled contracted product

between the stress tensor σ and the virtual strain tensor ε∗ over Ω. Thus

W ∗int = −
∫

Ω

σ : ε∗dΩ (4)

where symbol “:” represents the doubly contracted product of two second-rank

tensors.

With the VFM, the first idea is to express the stress field as a function of the

strain field by using the constitutive equations of the material. Assuming here

that these constitutive equations and that the material parameters are known,

W ∗int is completely determined for any virtual displacement if the strain field is
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measured throughout Ω. In practice, tested specimens are generally thin along

one dimension, thus measuring the strain field over one of the external surface

is sufficient, the though-thickness distribution being deduced by assuming it

is uniform in case of in-plane problem, or linear in the case of bent plates

with the classic Love-Kirchhoff assumption. With the initial version of the

VFM, the parameters governing the constitutive equations are the unknowns

to be determined and the applied loading is measured, so W ∗ext is completely

determined for any virtual field (VF). The PVW is then written with different

VFs chosen by the user and the parameters are deduced from a set of equations,

each of them being obtained for a new VF. In the case of linear elasticity, at

least as many independent VFs as unknowns shall be used. This leads to a

linear system which provides the unknown parameters after inversion Pierron

and Grédiac (2012). In the present case of load characterization, we assume

that the constitutive equations of the material as well as the set of parameters

governing these equations are known, and that the load is unknown. We will

show hereafter that the problem at hand reduces to determining a maximum

number of unknowns, which is equal to one per removed layer. Hence, since

the PVW will be written after each layer removal, only one VF per removed

layer will be sufficient to identify the whole set of unknowns.

3 Applying the Virtual Fields Method to

identify the residual stress distribution from

successive milling passes

3.1 Introduction

We consider now the case of residual stress characterization from a displace-

ment field measured by DIC on the lateral surface (O, ex, ey) of a parallelepiped
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workpiece, as illustrated in the schematic view shown in Figure 1a. As proposed

in Hospers and Vogelesang (1975), the problem is assumed to be invariant

along the ez direction. Consequently, the VFM is reduced to its 2D formula-

tion. It is therefore only applied to the surface where the displacement field is

measured. The geometry of the machined workpiece is known. This is a short

beam of length L = 400 [mm] and thickness h = 100 [mm], which will be con-

sidered as extracted from a beam, which is infinite along the x-direction only,

the problem being assumed to be invariant along the z-direction. This infinite

plate has the same initial thickness as the raw part just before the first layer

removal. This latter assumption will turn out to be useful when discussing the

external load applied to the workpiece, see Section 3.4 below. The response of

the material is assumed to be linear elastic. Its Young’s modulus and Poisson’s

ratio are known.

The goal here is to determine the residual stress distribution through the

thickness of the initial raw part. This residual stress tensor is denoted by σ
r
.

For that purpose, the VFM is applied on domain Ω obtained after the removal

of layer #i and before removal of layer #(i + 1), which means that no force

exerted on the workpiece by the mill is considered in W ∗ext. The workpiece is

suspended between two clamps, so no external force acting between them on

the bottom surface of the workpiece between the supports is considered either.

Ω is defined by Ω = {(x, y) ∈ [0, L]× [0, h− e]}, where e is the thickness of

the portion of the part removed by milling. It corresponds to the red box

in Figure 1a. The same assumption as in Hospers and Vogelesang (1975) is

considered here about the number of unknown components to be determined

in σ
r
. Consequently, only the xx-component is non-null, and this quantity

remains constant along the x-direction within the whole workpiece. Hence σ
r

is a function of y only. Thus,
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(a) Domain where the VFM is applied

(b) Illustration of the VFM
strategy.

Fig. 1: Domain geometry (a) and illustration of the case for the VFM (b).
Details of (b): Top: raw workpiece before machining. Middle: workpiece bent
after the elastic release of the residual stress due to a layer removal. Bottom:
initial geometry workpiece, in which the effect of the machined layer to the
top left part of the workpiece is modeled by tractions acting on the vertical

sections, which correspond to the initial residual stress.

σ
r

= σr(y) ex ⊗ ex, (5)

where symbol “⊗” denotes the outer product of two vectors. In Figure 1b, the

loading that the layer removed at the top applies to Ω therefore consists of

a traction vector of direction ex, applied on a surface of normal ex. Applying

the VFM to Ω allows the determination of theses forces that vanish during

machining, as illustrated in Figure 1b.
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The objective now is to write in detail the two quantities W ∗int and W ∗ext

involved in the PVW given in Equation 3 but to do so, we first need to define a

virtual field u∗ suited to the problem at hand. This is the aim of the following

section.

3.2 Choice of a suitable virtual field u∗

In Refs. Hospers and Vogelesang (1975); Jovani et al (2022), it is assumed

that the machined workpiece is thin. The classic kinematic assumption linking

curvature and through-thickness displacement is therefore introduced in these

references. More precisely, the horizontal displacement and normal strain at

any point of the cross-section are considered to linearly depend on the local

curvature and on the distance to the neutral axis. With the present approach

however, the entire real displacement and strain fields are measured over the

lateral surface of the workpiece, so no model is necessary to describe these real

fields. On the other hand, a virtual displacement field must be defined and we

found it relevant to use here a virtual displacement field, which satisfies the

classic assumption recalled above. The reason is mainly that ux and εxx are

globally expected to feature a change of sign between the top and bottom of

the machined part. As shown in Equation 4, the integral defining W ∗int can be

regarded as a weighted sum of the real strain measured through the thickness

of the workpiece, the value of the weight being given by the virtual strain.

Thus having both a real and a virtual strain distributions featuring both the

same sign over the main part of the workpiece ensures the integrand involved

in Equation 4 to have the same sign over Ω. This property of non-changing

sign over Ω is expected to cause the integral, thus the identified residual stress,

to be less sensitive to noisy strain data than if the sign fluctuates over Ω,

and this property is achieved to a large extent if the virtual displacement field
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satisfies the kinematic assumption recalled above. Another constraint is that

the virtual displacement of the neutral axis shall be null at x = 0 and x = L

in order to nullify the contribution to W ∗ext of both the forces applied by the

clamps to the workpiece and the reaction forces at the support. The reason is

that these forces are not measured and thus remain unknown.

It is worth emphasizing that contrary to the identification procedure

discussed in Refs. Hospers and Vogelesang (1975); Jovani et al (2022), no

assumption is made here concerning the real through-thickness displacement,

the latter being directly measured. The fact that the virtual displacement is

chosen to satisfy here the classic kinematic assumption does not induce any

approximation, Equation 3 above being exactly valid in this case. This is no

longer true if the real displacement field follows this assumption: an approxi-

mation is made in this case and Equation 3 above is then only approximately

valid. It also means that thicker parts or more complex geometries than that

studied in the present paper can potentially be investigated with the present

approach, as long as the displacement field measured by DIC on the lateral

surface is representative of the displacement through the width of the part.

As a conclusion, the following general form for u∗ is chosen here:

∀(x, y) ∈ Ω, u∗(x, y) = −(y − yna)
dv∗na
dx

(x)ex + v∗na(x)ey, (6)

where v∗na is the virtual deflection of the neutral axis of Ω. This neutral axis

is defined by y = yna, see Figure 1a.

As explained above, the residual stress field is assumed to be uniaxial along

the x-direction but this assumption is potentially questionable near the left-

and right-hand sides of the workpiece. The reason is that we have here free

boundaries, and that tractions are always rigorously null along such bound-

aries. It can therefore reasonably be assumed thanks to the Saint-Venant’s
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principle that the stress field is three-dimensional within these last two zones,

and one dimensional only away from them, thus at the center of the work-

piece. With the PVW, we can easily get rid of the contribution of the left-

and right-hand sides by defining virtual displacement fields which are rigid-

body like in these zones, virtual strains being not null only at the center.

Such virtual fields can easily be obtained by defining them piecewisely, over

three contiguous domains denoted by D1, D2 and D3 (see Figure 2), both

the function defining the virtual displacement of the neutral axis and its first

derivatives being continuous between neighboring domains. We consider for

this the virtual deflection v∗na plotted in Figure 2.

Fig. 2: Piecewise virtual deflection of the neutral axis, α ∈ [0 0.5].

This virtual deflection is such that a virtual rigid-body motion occurs over

D1 (thus for x ∈ [0 αL]) and D3 (x ∈ [(1 − α)L L]). The virtual strains will

therefore be null in D1 and D3, thus cancelling out the contribution to the

internal virtual work W ∗int of the potentially tridimensional stress field in these

zones. A quadratic function completes the definition of the virtual field over
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D2 by C1 continuity. Thus



D1 : x ∈ [0 αL] v∗na(x) = (1− 2α)x

D2 : x ∈ [αL (1− α)L] v∗na(x) =
(
(1− 2α)α−

(
x
L − α

) (
x
L − (α− 1)

))
L

D3 : x ∈ [(1− α)L L] v∗na(x) = (1− 2α) (L− x)

,

(7)

and



D1 : x ∈ [0 αL]
dv∗na
dx

(x) = 1− 2α

D2 : x ∈ [αL (1− α)L]
dv∗na
dx

(x) = 1− 2 xL

D3 : x ∈ [(1− α)L L]
dv∗na
dx

(x) = 2α− 1

. (8)

The virtual strain components can be deduced by derivation, which gives

ε∗yy = ε∗xy = 0. Since we have by definition ε∗xx(x, y) = −(y − yna)
d2v∗na
dx2

(x),

ε∗xx(x, y) is equal to

ε∗xx(x, y) =


2

(
y − yna
L

)
∀x ∈ D2

0 ∀x ∈ D1 ∪ D3

. (9)

3.3 Determination of the internal virtual work W ∗
int

Since the only non-null virtual strain component over D2 is ε∗xx, W ∗int reduces

to

W ∗int = −
∫ h−e

y=0

∫ (1−α)L

x=αL

2
y − yna
L

σxx(x, y)dxdy. (10)

The aspect ratio of the part being small, σxx is then substituted as in

Hospers and Vogelesang (1975) by
E

1− ν2
εxx by using the Hooke’s law. This

finally gives
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W ∗int = − 2E

(1− ν2)L

∫ h−e

y=0

∫ (1−α)L

x=αL

(y − yna)εxx(x, y)dxdy. (11)

In this quantity, εxx is known since it is measured by DIC over the lateral

surface of the specimen. α is chosen by the user (the influence of this parameter

on the quality of the results is discussed in Section 4.6 below), thus all the

ingredients involved in W ∗int are known. A consequence is that W ∗int is perfectly

determined.

3.4 Determination of the external virtual work W ∗
ext

The external work is split into four quantities by considering separately the

four lines defining the border of the domain. Thus

W ∗ext = W ∗ext,L +W ∗ext,R +W ∗ext,T +W ∗ext,B , (12)

with



W ∗ext,L =
∫ h−e
y=0

(σ(0, y)(−ex)).u∗(0, y)dy

W ∗ext,R =
∫ h−e
y=0

(σ(L, y)ex).u∗(L, y)dy

W ∗ext,B =
∫ L
x=0

(σ(x, 0)(−ey)).u∗(x, 0)dy

W ∗ext,T =
∫ L
x=0

(σ(x, h− e)ey).u∗(x, h− e)dy

. (13)

These four quantities can be determined in turn:

• W ∗ext,L: The equilibrium of the cross section of the initial part defined by

(x = 0, y ∈ [0, h]) can be written by considering separately the contribution

to the virtual work of the left-hand side of Ω (defined by (x = 0, y ∈ [0, h−

e])) and the contribution to the virtual work of the left-hand side of the

removed layer (thus (x = 0, y ∈ [h − e, h])). We merely write that ∀u∗ ∈

H1(Ω), the virtual work of the traction vector calculated over the whole
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cross section of the initial part is null. Then, this quantity is split into two

different parts, which are the contributions to the virtual work of each of

these two surfaces, namely (x = 0, y ∈ [0, h − e]) on the one hand and

(x = 0, y ∈ [h−e, h]) on the other hand. Thus the contribution to the virtual

work of the traction vector over the zone defined by (x = 0, y ∈ [0, h− e]) is

balanced by the contribution to the virtual work of the traction vector over

the zone defined by (x = 0, y ∈ [h− e, h]). This reads as follows:

∫ h−e

y=0

(σ(0, y)(−ex)).u∗(0, y)dy+

∫ h

y=h−e
(σr(y) ex⊗ex)ex.u

∗(0, y)dy = 0 ∀u∗ ∈ H1(Ω).

(14)

By introducing the virtual field defined above, we get

W ∗ext,L = (1− 2α)

∫ h

y=h−e
σr(y)(y − yna)dy. (15)

• W ∗ext,R: A similar equation can be written to determine the external virtual

work of the traction vector over the right-hand side of Ω:

W ∗ext,R = (1− 2α)

∫ h

y=h−e
σr(y)(y − yna)dy. (16)

• W ∗ext,B : The bottom border defined by (x ∈ [0, L], y = 0) is not subjected

to any load. As a consequence, W ∗ext,B = 0.

• W ∗ext,T : As depicted in Figure 1b and as discussed above, the removed layer

does not apply any load to Ω over its upper surface, i.e. the surface defined

by (x ∈ [0, L], y = h− e). Thus W ∗ext,T = 0.

By substituting in Equations 12 and 13 the four quantities defined above,

W ∗ext eventually reduces to the following expression:
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W ∗ext = 2(1− 2α)

∫ h

y=h−e
σr(y)(y − yna)dy. (17)

3.5 Determination of the residual stress distribution in

the raw part

The objective now is to deduce the residual stress distribution σr(y) in the raw

part ∀y ∈ [0, h]. The expressions of W ∗int and W ∗ext obtained above are used to

reach this goal. The PVW is then applied each time a layer is removed.

3.5.1 Weighted integrated form of the residual stress

Substituting first in Equation 3 the expressions of W ∗int and W ∗ext defined in

Equations 11 and 17 leads to:

2(1−2α)

∫ h

y=h−e
σr(y)(y−yna)dy− 2E

(1− ν2)L

∫ h−e

y=0

∫ (1−α)L

x=αL

(y−yna)εxx(x, y)dxdy = 0

(18)

The idea is to write this equation layerwise, the displacement/strain fields

being measured by DIC at the end of each pass, without removing the work-

piece from its support. These maps are obtained by considering that the

reference state is the raw part, and the deformed state the machined part after

step #i. For the sake of simplicity, we consider here the case for which the

layers removed at each pass have the same thickness denoted by ∆e. Hence,

the total thickness removed at step #i being denoted by e(i), i · · ·n, where n

is the total number of layers that are finally removed, we have e(i) = i×∆e.

Denoting by ε
(i)
xx the strain map obtained with DIC at each step #i, writing

n times Equation 18 leads to a system of n equations. Each of these equations

reads as follows:
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(1−2α)

∫ h

y=h−e(i)
σr(y)(y−yna)dy− E

(1− ν2)L

∫ h−e(i)

y=0

∫ (1−α)L

x=αL

(y−yna)ε(i)
xx(x, y)dxdy = 0,∀i ∈ {1, ..., n}.

(19)

For each increment, the integral form of the residual stress, denoted by Σ
(i)
r

is obtained as follows:

Σ(i)
r =

∫ h

y=h−e(i)
σr(y)(y − yna)dy (20)

=
E

(1− ν2) (1− 2α)L

∫ h−e(i)

y=0

∫ (1−α)L

x=αL

(
y − h− e(i)

2

)
ε(i)
xx(x, y)dxdy,∀i ∈ {1, ..., n}.(21)

Once the quantities (Σ
(i)
r )1≤i≤n are known, two procedures are proposed

to determine the distribution of the initial residual stress within the raw work-

piece. With the first procedure, the average residual stress is provided stepwise,

so the output of the identification procedure is a set of n values of residual

stress. With the second procedure, we consider that the residual stress distri-

bution is modeled by a polynomial function, and the coefficients defining the

polynomial are the unknowns returned by the identification procedure. These

two procedures are presented in turn in the following two sections.

3.5.2 Procedure #1: Retrieving the average residual stress in

each layer

The first approach is similar to the one proposed in Hospers and Vogele-

sang (1975). It aims to retrieve the average residual stress in each layer. This

quantity is denoted by 〈σ(i)
r 〉. It is defined as follows:
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〈σ(i)
r 〉 =

1

e(i) − e(i−1)

∫ h−e(i−1)

y=h−e(i)
σr(y)dy =

1

∆e

∫ h−(i−1)∆e

y=h−i∆e
σr(y)dy (22)

The weighted integral form Σ
(i+1)
r is rewritten as follows:

Σ(i+1)
r =

∫ h

y=h−e(i+1)

σr(y)

(
y − h− e(i+1)

2

)
dy (23)

≈ Σ(i)
r +

∆e2

2

i−1∑
j=1

〈σ(j)
r 〉+

∆e

2

(
h− e(i+1)

)
〈σ(i+1)
r 〉 (24)

Finally, the last approximation makes it possible to determine the average

residual stress profile in the (i+ 1)th layers as a function of its values taken in

the previously machined layer, and of the quantities (Σjr)j={i,i+1}. Thus

〈σ(i+1)
r 〉 =

Σ
(i+1)
r − Σ

(i)
r − ∆e2

2

∑i−1
j=1〈σ

(j)
r 〉

∆e
(
h− e(i+1)

) ,∀i ∈ {1, ..., n}. (25)

3.5.3 Procedure #2: Retrieving the coefficients governing

the polynomial distribution of the residual stress

through the thickness of the raw part

The second approach consists in defining the distribution of the residual stress

through the thickness of the raw part as a polynomial of degree 2p, p ∈ N.

Even degrees are chosen here to enforce the symmetry of this distribution with

respect to the vertical axis. According to Cherif et al (2019), this distribution

is also symmetric with respect to the neutral axis. (a(k))0≤k≤2p being the

coefficients of this polynomial stress distribution denoted by σpr , σpr (y) reads
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as follows

σpr (y) =

p∑
k=0

a(k)

(
y − h

2

h

)2k

. (26)

Further simplifications are introduced. Any section of normal ey shall be self-

balanced Cheng and Finnie (2007). Thus,

i−
∫ h

y=0

σpr (y)dy = 0 (force) and ii−
∫ h

y=0

y σpr (y)dy = 0 (force moment).

(27)

The force equilibrium in i− gives the following constraint for the polyno-

mial coefficients:
p∑
k=0

a(k)

22k(2k + 1)
= 0 (28)

Concerning ii−, the force moment is automatically balanced thanks to the

symmetry property of the residual stress distribution.

In the expression of (Σ
(i)
r )1≤i≤n given in Equation 21 above, the stress

is then substituted by its simplified version given by the polynomial residual

stress defined in Equation 26. After explicitly calculating the integrals involved

in this expression, we get the following equation, which is valid for any layer,

and in which the a(k) coefficients defining the polynomial function are the

unknowns:

∀i ∈ {1, ..., n}, Σ(i)
r =

p∑
k=0

a(k)

h2k

[(
h
2

)2k+2 −
(
h
2 − e

(i)
)2k+2

2k + 2
+ · · ·

· · · e
(i)

2

(
h
2

)2k+1 −
(
h
2 − e

(i)
)2k+1

2k + 1

]
.

(29)

In practice, the number of machined layers n is much greater than the

minimum number of equations needed to determine all the coefficients of the

polynomial residual stress σpr , i.e. n � p. For instance, we will have n =
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86 equations to determine 3 unknown coefficients in the numerical example

presented below. The system of equations given in Equation 29 is thus solved

by using a classic least squares method.

4 Numerical simulation

4.1 Finite element model

The first step was to check the robustness of this residual stress measurement

technique by using synthetic data obtained with a finite element model. The

ANSYS 2019 R2 package was used for this purpose. The model was built with

the Mechanical “ANSYS Parametric Design Language” (APDL). The initial

dimension of the model was 400 × 100 × 100 mm3. It is worth remembering

that this study is part of a project dealing with issues concerning machining

of aeronautical parts. The geometry of the present FE model is assumed to be

representative of such parts, which are often slender and not massive.

In the experiment, the workpiece was firmly fixed with two flanges located

each at one of its sides. Their load was applied at the bottom of two small

notches machined beforehand. These notches were thoroughly reproduced in

the FE model, as can be seen in Figure 3 which shows this model after the

86th milling pass, thus at the end of the procedure. The effect of the flanges on

the workpiece was modeled by applying a uniform pressure of 52 MPa on the

bottom face of the notch, which gives a resulting vertical force of 10 kN. The

thin vertical “walls” located at the right- and left-hand sides of the model are

caused by the fact that the material is not removed by the tool just above the

flange after the 70th pass. These thin walls behave like rigid solids. As such,

they do not influence the global deflection of the part.
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4.2 Convergence

The constitutive material was assumed to be linear elastic (Young’s modulus

E=73 GPa, Poisson’s ratio ν = 0.33). The model was regularly meshed with

400,000 SOLID185 8-noded elements. Refining further this model by multiply-

ing the number of elements by two along directions x and y, thus by meshing

the model with 1.6E+06 elements instead of 0.4E+06, only increases the max-

imum deflection by 2.1% (from 0.512 mm to 0.523 mm), which is negligible.

Thus, we stick with the first mesh for the simulations discussed below.

Fig. 3: Perspective view of one of the two lateral sides of the FE model after
the 86th pass. The load introduced by the flange was modeled by blocking

the nodes located at the bottom of the small notch. This zone is modeled by
red lines superposed to the model. The same notch is modeled at the

left-hand side of the workpiece.

4.3 Modelling layer removal

An interesting feature of the SOLID185 elements is their ability to account for

initial stress distributions entered by the user. In the present case, the polyno-

mial through-thickness distribution of the σxx discussed in Jovani et al (2022)

was considered, with a value only depending on the depth along the thickness.

A layer of elements was removed iteratively to model the effect of milling, a

new FE calculation being performed for each new value of the thickness. Since
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the experiment described below is modeled here and since n = 86 successive

passes were performed in this experiment, 87 finite element calculations were

performed (1 for the initial geometry and 86 for the 86 successive passes), so

the thickness iteratively reduced from 100 mm to 15 mm, with a step equal to

1 mm. The strain fields were derived from the nodal displacements collected

on the lateral surface of the model after each pass, and these strain maps were

considered as synthetic data in the identification procedure described above.

Before presenting the results, it is briefly reminded that in Hospers and

Vogelesang (1975), removing a layer is equivalent to saying that the average

residual stress through this layer gives rise to a pair of opposite force moments,

which are applied to the left- and right-hand sides of the workpiece. The latter

is considered as a beam and these force moments are expressed as a function of

the curvature of the workpiece. In Hospers and Vogelesang (1975), this average

curvature was deduced from the coordinates of three different points. These

coordinates were measured by means of a microscope which was attached to

a pair of micrometer slides. On the other hand, DIC was used in Jovani et al

(2022) to first measure the deflection of the neutral axis and then deduce

the average curvature by smoothing and differentiating twice the data, which

avoids removing the workpiece from the table of the machine tool between two

consecutive passes. This automates and speeds up the procedure. A dedicated

integrated DIC version had however to be developed and used to regularize the

measurements having regard to the harsh conditions under which the images

were taken, while a classic subset-based version of 2D DIC was used in the

present study to obtain the strain fields involved in Equation 11.

One might wonder whether in real situations, the deformation of the work-

piece could cause the subsequent removed layers to have a thickness different



24

from the nominal one. The FE simulations performed here show that the deflec-

tion between two consecutive passes is equal to 0.006 mm on average, with

a maximum value equal to 0.05 mm. These quantities can be considered as

negligible compared to the nominal thickness of each removed layer since the

latter is equal to 1 mm.

4.4 Representativeness of the measurements performed

on the lateral surface

A drawback of the VFM is that it relies on 3D integrals but that the mea-

surements are generally performed on the front face of the specimen only.

A common assumption is therefore that the measurements performed on the

front face of the specimen are representative of the whole through-thickness

displacement field. Since the width of the specimen is not really negligible here

compared to its length, we compared the displacement fields provided by the

finite element model on the front face of the specimen on the one hand, and its

counterpart on the vertical mid-plane on the other hand. This comparison was

performed at the very end of the layer removal procedure simulated with the

finite element simulations, thus after the 86th pass. The relative difference is

depicted in Figure 4. This relative difference is lower than 2.8%, which means

that the aforementioned assumption is sound in the present case.

0

1

2

3

Fig. 4: Relative error between the vertical displacement field estimated by
finite element calculation on the front face of the workpiece and its

counterpart across the vertical mid-plane, after the 86th pass (in %). The
abscissa of the backs of the left- and right-hand notches are denoted by x1

and x2, respectively. The scales along x and y are different to more clearly
represent the results.
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4.5 Comparison between Procedures #1 and #2

The results obtained with synthetic data processed by Procedures #1 and #2

are shown in Figure 5. No noise is added to the data in this case. They are

compared with the reference values entered in the finite element model. The

value of α, which drives the width of domain D2 over which W ∗int was calcu-

lated, was arbitrarily fixed here to α = 0.3 (the influence of α on the results

is discussed in the following section). This value was chosen to have domain

D2 sufficiently far away from the two supports to avoid any disturbance likely

to be caused by the three-dimensional state of stress which takes place in

their vicinity. It can be seen that both procedures provide a very similar dis-

tribution. Procedure #2 is symmetric by construction, only the even degrees

being considered in its expression. Though measurements are only performed

for 15 ≤ h − e ≤ 100 [mm], the curve obtained with Procedure #2 is plotted

for 0 ≤ h − e ≤ 15 [mm] in order to observe the difference with the reference

curve. The global shape of both curves is similar to the polynomial modeling

of the residual stress distribution which was used as input data in the finite

element model. The amplitude of the identified residual stress is however lower

than the reference one, which is consistent with results presented in Jovani

et al (2022) where similar orders of magnitude were found although a differ-

ent identification technique was used. This is probably due to the fact that

the VFM relies on the calculation of 3D integrals (see Equation 4), which all

involve stress components, thus real strain components after introducing the

constitutive equations. These real strain components are therefore supposed

to be available in the bulk, which is not the case in practice. Assuming that we

can consider that the strain components in the bulk are equal to their coun-

terparts on the front face of the part, in other words that we deal with a 2D
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problem only, certainly causes this difference to appear between identified and

reference values.

The relative difference between identified and reference values for the stress

peak is equal to 17% with Procedure #1, and to 25 % with Procedure #2

which is significant (this relative difference is slightly lower for the other two

peaks). Similar errors were obtained in Jovani et al (2022) although the iden-

tification technique used in this reference is completely different. Concerning

the influence of α, the results presented in the following section however show

that considering higher values for this parameter leads to sharpen the peak

with Procedure #2, thus to diminish this error but this increases the random

error observed with Procedure #1, which suggests that optimal values for α

are different for Procedures #1 and #2. A complete parametric study should

be conducted to find the optimal value for each procedure, which is however

out of the scope of the present study.

Fig. 5: Residual stress distributions obtained by processing noiseless
synthetic data with Procedure #1 (σr, calculations performed layerwise) and

Procedure #2 (σpr , distribution modeled by a polynomial). α = 0.3
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4.6 Influence of α

The influence of α on the results is investigated here. Its value increases from

0 to 0.4 with a step of 0.04, which means that the zone considered to perform

the calculation (see D2 in Figure 2) progressively decreases. Figure 6 shows

various residual stress distributions obtained with Procedures #1 and #2 when

increasing the value of α.

Two main remarks can be drawn from these results. First, the global aspect

of the though-thickness stress field remains unchanged as α increases, which

means that no significant model error occurs near the support of the work-

piece, where it is still assumed that the measurement performed over the

lateral surface is equal to its value in the bulk. However, the actual stress field

is certainly tridimensional because of the clamps. The curves become more

and more affected by random fluctuations as α increases. This is logical since

domain D2 considered to calculate W ∗int (see Equation 11), thus the residual

stress estimation, reduces as α increases. This causes the influence of noise to

be more and more visible.

Fig. 6: Influence of α on the results. Top: Procedure #1. Bottom:
Procedure #2.
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This result can be quantified by plotting in Figure 7 the difference between

the standard deviation of the difference between the estimations of the residual

stress distributions for various values of α for both procedures on the one hand,

and the residual stress distribution obtained with σpr and α = 0 on the other

hand. This last choice is somewhat arbitrary but this helps to visualize the

influence of this parameter.

Fig. 7: Influence of α on the results. Top: Procedure #1. Bottom:
Procedure #2.

4.7 Sensitivity to noise of Procedures #1 and #2

A white Gaussian noise of standard deviation stdu was also added to the nodal

displacements provided by the finite element calculation in order to assess the

robustness of the procedure. The models of noise affecting real displacement

maps are generally more complicated Sutton et al (2009) but employing a
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mere Gaussian noise is a common means to assess the robustness of procedures

which identify parameters from displacement or strain maps, Avril et al (2004)

for instance. This is therefore the method which was used here. Four different

values of stdu were considered: namely stdu = 10−4, 10−3, 10−2 and 10−1 [px].

10−3/10−2 pixel is the order of magnitude of the displacement resolution gen-

erally obtained with DIC used in the context material characterization Sutton

et al (2009). In the present case however, this displacement resolution is cer-

tainly worst (thus higher) because of the conditions under which DIC was

applied Rebergue et al (2018, 2022), which justifies the fact that the case of

10−1 [px] was also considered in this simulation.

Typical noisy trough-thickness residual stress distributions are shown in

Figure 8. It can be seen that the results are much more affected by noise

with Procedure #1 (σr) than with Procedure #2 (σpr ), with significant fluctu-

ations for stdu = 10−1 [px]. This is logical since the identification procedure

provides only 3 coefficients governing the fourth-degree polynomial (with only

even degrees) from the 86 equations given by the PVW written layerwise. On

the other hand, 86 discrete values are obtained from 86 equations by using

Procedure #1.

100 copies of the same noise were then randomly generated with the randn

function of Matlab© for each value of stdu, so 100 residual stress distributions

were obtained for each procedure and for each of the four values of stdu.

For Procedure #1, the standard deviation std(σr(yi)) of the fluctuating value

of the residual stress σr(yi) was estimated for each value of std(u). A global

estimation of the noise affecting the results was deduced by considering the

global standard deviation stdg of the noise affecting the residual stress through

the thickness, with
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Fig. 8: Stress distributions obtained with noisy data in two cases: stdu=0.01
[px] (top) and stdu=0.1 [px] (bottom).

stdg =

√√√√ n∑
i=1

(
std(σr(yi))

)2
n

(30)

where n is the number of layers, hence n = 86. The same quantity was con-

sidered for Procedure #2 by substituting σr(yi) by σpr (yi) in this equation

in order to keep the same number of though-thickness measuring points for

both procedures, which makes the results comparable from one procedure to

another. Figure 9 gives stdg as a function of stdu

The visual aspect of the results given in Figure 8 is quantified here, with

more than one order of magnitude between the values of stdg obtained with

Procedures #1 and #2. The global error stdg remains acceptable with the high-

est values of stdu, but with Procedures #2 only, which means that the present

identification procedure can actually be used in these adverse experimental

conditions.
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Fig. 9: stdg vs. stdu for Procedures #1 and #2.

5 Experimental results

We consider now the set of experimental data obtained in Rebergue et al (2022)

and processed in Jovani et al (2022). These data were obtained by equipping

a 5-axe CRENO high-speed machine tool with a 5-DSR Canon camera. A

TAMRON 90 mm F2.8 Di MACRO 1:1 VC USD lens was mounted on this

camera. This camera was directly fixed on the machine table with a dedicated

support. The lighting system was also directly mounted on the table. The

experimental setup is shown in Figure 10.

The workpiece under study was cut in an Al7010-T7451 aluminum alloy

sheet metal obtained by lamination. The dimensions are the same as those of

the model discussed in the preceding section. n = 86 successive milling passes

were performed with a Sandwick R590-110504H-NL H10 D100 milling cutter

equipped with six Sandwick R590-110504H-NL H10 inserts. The cutting speed

was equal to 1000 m/mn, the depth of cut to 1 mm and the spindle speed

to 3183 rounds/mn. More details on this experimental setup and on the cut-

ting parameters used during machining are available in Rebergue et al (2022);
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Fig. 10: Experimental setup, after Rebergue et al (2022); Jovani et al (2022).

Jovani et al (2022). It is worth emphasizing that the present working condi-

tions are worse compared to what happens with the classic use of a DIC system

for the purpose of material characterization. In this latter case, a DIC system

is typically placed in front of a testing machine, and the camera takes pic-

tures of the specimen which gently deforms. In the present case, the table on

which the camera was fixed was allowed to move at high-speed (this is one of

the axes of the machine tool), and the device which supports the spindle and

tool also moved at high-speed. These movements unavoidably caused vibra-

tions to occur, and the amplitude of these vibrations was significant compared

to the tiny displacements caused by the deformation of the workpiece during

milling, not to mention the fluctuating lighting and the metal cutting chips

flying around. DIC was therefore tailored for this purpose in Rebergue et al

(2022); Jovani et al (2022). In these references, it is for instance explained how

the rigid-body motion caused by vibrations was deduced from the apparent

displacement of the workpiece measured by DIC, by subtracting the move-

ment of the support placed beneath the workpiece, which was also measured
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Subset size 51 × 51 pixels2

Shift 25 pixels
Shape function affine
Interpolation function bicubic polynomial
Correlation criterion Sum of Squared Difference
Pre-smoothing applied to the images none
Camera 8 bits, 8688 × 3401 pixels
Fields of view 164 × 419 mm
Differentiation method central difference
Smooting method no smoothing

Table 1: Experimental DIC settings and performances (according to
International Digital Image Correlation Society, Jones, E.M.C. and Iadicola,

M.A. (Eds) (2018))

by DIC. In the present study, a classic local DIC in-house-developed program

was used to obtain the strain fields involved in the PVW. The parasitic dis-

placement caused by the vibrations of the table was also subtracted by using

the procedure described in Rebergue et al (2022). The DIC parameters (as

defined in International Digital Image Correlation Society, Jones, E.M.C. and

Iadicola, M.A. (Eds) (2018)) are reported in Table 1. The actual displacement

and strain being expected to be smooth over D2, the subset size was quite

large to diminish the effect of noise. A typical ux displacement map along

with the corresponding εxx strain map are depicted in Figure 11. It can be

seen in Figure 11a that the displacement gently changes over the lateral sur-

face, without strong apparent gradients. The corresponding εxx strain map

in Figure 11b illustrates that DIC is in this case at the limits of what can

be measured with this technique in such an environment, which noise and a

small strain amplitude, and that only global quantities such a those obtained

with VFM by weighted averaging the latter strain map can eventually provide

relevant information.

The residual stress distributions obtained with Procedures #1 and #2 are

reported in Figure 12, along with the results provided by the method described

in Jovani et al (2022) for comparison purposes. As already mentioned above
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Fig. 11: Typical ux displacement map and εxx strain map obtained during
milling after the 45th pass.

for the simulated data, the results obtained with Procedure #1 are much nois-

ier than their counterparts obtained with Procedure #2. Interestingly, the

scatter of the results decreases as the thickness of the part h decreases, thus

as the number of passes increases. This is due to the fact that the number

of experimental data progressively increases, which progressively reduces the

influence of noise. The experimental results obtained with Procedure #1 are

also noisier than those given by the procedure developed in Jovani et al (2022).

This is due to the fact that a dedicated integrated DIC program was devel-

oped in Jovani et al (2022) by accounting for the fact that the part deformed

like a beam. The classic kinematic assumption linking curvature and through-

thickness displacement was therefore considered in this reference. On the other

hand, a standard subset-based DIC program was used with Procedure #1 to

obtain the experimental data, without any a priori assumption on the nature
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of the through-thickness displacement, apart from the fact that it is bidimen-

sional and locally modeled by the shape function of the subsets. Comparing

the curve provided by Procedure #2 and the curve obtained by fitting with

an even fourth-degree polynomial the experimental points given by the proce-

dure developed in Jovani et al (2022) shows that the obtained results are very

similar although the strategies employed to obtain them are completely differ-

ent. From these results, it can be concluded that compared to the procedure

developed in Jovani et al (2022), the benefit of using the approach proposed

here which relies on the VFM is twofold:

• A standard subset-based DIC program has been employed here to measure

the displacement field, while an integrated version had to be specifically

developed in Jovani et al (2022);

• Contrary to the procedure proposed in Jovani et al (2022), no assumption

concerning the through-thickness strain/stress distributions is used, which

means that the present approach is more general and could potentially be

applied to more complicated workpiece geometries.
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Fig. 12: Estimation of the residual stress obtained with different approaches
as a function of the current thickness h− e of the remaining part of the

workpiece: σr with Procedure #1, σpr with Procedure #2 and the method
given in Jovani et al (2022) before and after polynomial fitting. Experimental

data are only available for h− e ≥ 15 mm.
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6 Conclusion

The measurement of the residual stress distribution during machining of a

slender workpiece was addressed in this paper. DIC was used to measure the

displacement field after each pass. The resulting strain fields were then used

as input data in the Virtual Fields Method to deduce the through-thickness

distribution of the residual stress. The first conclusion is that a classic subset-

based version of DIC can be used to measure the displacement field on the

lateral surface of the workpiece despite the harsh environment under which

the experiment is performed (vibrations, cutting chips flying around, fluctuat-

ing lighting of the zone of interest). Another conclusion is that no assumption

is made about the through-thickness displacement field in the workpiece with

this approach based on the VFM, which paves the way for future applica-

tions dealing with more complex geometries or machining sequences, provided

that the side face over which full-field measurements are performed remains

unobstructed and that the aspect ratio of the workpiece is high enough for con-

sidering the in-plane stress assumption as acceptable. More complex virtual

fields suited to the problem at hand should also certainly be defined.

Acknowledgements

This work has been sponsored by the French government research program

”Investissements d’Avenir” through the IDEX-ISITE initiative 16-IDEX-0001

(CAP 20-25). The authors also gratefully acknowledge the financial sup-

ports from the French National Research Agency (ANR) through the ICAReS

and IMaDe projects (ANR-18-CE08-0028-01 and ANR-19-CE10-0002 grants,

respectively), and from the AURA regional council.



37

Ethics declarations/Conflict of Interest

The authors declare that they have no conflict of interest.



38

References

ASTM (2021) ASTM E 837 : Standard test method for determining residual

stress by the hole drilling strain-gauge method. URL https://www.astm.

org/standards/e837, ASTM Standard, American Society for Testing and

Materials
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