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Abstract. Content Based Image Retrieval(CBIR) is the task of find-
ing similar images from a query one. Since the term similar means here
”with the same semantic content”, we propose to explore in this paper, a
framework that uses Deep Neural Networks based semantic segmentation
networks, coupled with a binary spatial encoding. Such simple represen-
tation has several relevant properties: 1) It takes advantage of the state of
the art semantic segmentation networks and 2) the proposed binary en-
coding allows a Hamming distance that requests a very low computation
budget resulting to a fast CBIR method. Several experiments achieved
on public datasets show that our binary semantic signature leads to in-
crease the CBIR accuracy and reduce the execution time. We study the
performance of the proposed approach on six different public datasets:
Wang, Corel 10k, GHIM-10K, MSRC-V1,MSRC-V2, Linnaeus.

Keywords: CBIR · Deep learning · Semantic segmentation · Image Re-
trieval

1 Introduction

CBIR is the task of retrieving the images similar to the input query from the
dataset based from their contents. State of the art mentions two main contri-
butions used for image similarity: BoVW [12] (Bag of visual words) and CNN
descriptors [17]. For retrieval, images must be represented as numeric values.
Both contributions represents images as vector of valued features. This vector
encodes the primitive image such as color, texture, and shape. BoVW encode
each image by a histogram of the frequency of the visual words in the image.
Deep learning is a set of machine learning methods attempting to model with
a high level of data abstraction. Deep learning, learn features from an input
data( image in our case) using multiple layers for a specified task. Furthermore,
deep learning used to solve many computer vision problem such as image and
video recognition, image classification, medical image analysis, natural language
processing... . Particularly Convolutional Neural Network (CNN) have met with
great success for image processing. In deep learning(CNN), the image signature
is a vector (feature map) of N floats extracted from the feature layer (Exam-
ple Fc7 layer for AlexNet[17]). Then computing the distance between the input
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Fig. 1. illustrate a general semantic segmentation architecture with an additional layer
(Binary Encoding Layer). This layer transforms the output(2D-map) to a semantic
binary signature.

query and dataset using L2 metric or approximate nearest neighbor(ANN) search
methods to find the closest images. CNN based features used in existing CBIR
works have been trained for classification problems. It is therefore invariant to
spatial position of objects. However CBIR applications should take care of spa-
tial position of semantic objects. We propose, in this paper to study how recent
semantic segmentation networks can be used in CBIR context. Deep Learning
based semantic segmentation networks output a 2D-map that associates a se-
mantic label (class) to each pixel. This is a high level representation suitable
for encoding a feature vector for CBIR that also encodes roughly spatial posi-
tion of objects. Semantic segmentation is a key step in many computer vision
applications such as Traffic control systems, Video surveillance, Video object
co-segmentation and action localization, Object detection and Medical imaging.
In CBIR models, the raw image should be transformed in a high level presen-
tation. We argue that semantic segmentation network, originally designed for
other application can also be used for CBIR.

Then, by classifying all the pixels of an image, it is then possible to con-
struct abstract representations focusing on objects and their forms. Our ap-
proach transforms the semantic 2D-map into binary semantic descriptor. Our
descriptor encode the object and forms with their semantic proportion and spa-
tial position in the image. The proposed signature can be localized at the output
of the CNN architecture as seen in 1. Our results on six different database high-
light the power of our approach.

This article is structured as follows: we provide a brief overview of convo-
lutional neural networks descriptors and bag of visual words related works in
Sect. 2. We explain our proposals in Sect. 3. We present the experimental part
on six different datasets and discuss the results of our work in Sect. 4. Section 5
conclusion.

2 State of the art

Many CBIR systems have been proposed in the last years [14] [1] [34] [25] [11] [7].
The content based image retrieval system (figure 2) receives as input a query
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Fig. 2. General CBIR System Architecture

image and returns a list of the most similar images in the database. The frame-
work start with the detection and extraction of the features then the signature
construction step. Finally, the closest images to the input query found by the
similarity measures between the images signature using dL2 distance. We present
a brief overview of approaches based on either visual and learning features.

2.1 Local visual Feature

Bag of Visual Words proposed by [12] is one of the most model used to classify
the images by content. This approach is composed of three main steps: (i) Detec-
tion and Feature extraction (ii) Codebook construction (iii) Vector quantization.
Detection and extraction features in an image can be performed using extractor
algorithms. Many descriptors have been proposed to encodes the images into a
vector. Scale Invariant Feature Transform (SIFT) [21] and Speeded-up Robust
Features (SURF) [6] are the most used descriptors in CBIR. Interesting work
from Arandjelović and Zisserman [4] introduces an improvement by upgrading
SIFT to RootSift. In other side, binary descriptors has proven useful [27] pro-
poses ORB (Oriented FAST and Rotated BRIEF) to speed up the search. An
other work [19] combines two aspects: precision and speed thanks to BRISK
(Binary Robust Invariant Scalable Keypoints) descriptor. [15] present a discrim-
inative descriptor for image similarity based on combining contour and color in-
formation. Then, creation of clusters from descriptors with K-Means, DBSCAN
or another clustering algorithm. The center of each group will be used as the
visual word. Finally, creation for each image the histograms of the frequency of
vocabularies or visual words, i.e. the image signature. Due the limit of bag of vi-
sual words model many improvement have been proposed for more precision. Bag
of visual phrases (BoVP) [23] is a high-level description using a more than word
for representing an image. formed a phrases using a sequence of n-consecutive
words regrouped by L2 metric. [26] Build an initial graph then split the graph
into a fixed number of sub-graphs using the N-Cut algorithm. Each histogram
of visual words in a sub graph forms a visual phrases. [10] Groups visual words
in pairs using the neighbourhood of each point of interest. The pairs words are
chosen as visual phrases. Perronnin and Dance [24] applies Fisher Kernels to
visual words represented by means of a Gaussian Mixture Model(GMM). Similar
approach, introduced a simplification for Fisher kernel. Similar to bag of visual
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words, vector of locally aggregated descriptors (VLAD) [16] assign each feature
or keypoint to its nearest visual word and accumulate this difference for each
visual word.

2.2 Learning-based Feature

Deep learning particularly Convolutional Neural Network have met with great
success and in many situation CNN replace local detectors and descriptors. Ex-
tracting features using CNN models from images has proven a best result for
retrieval. Before, the prediction and extraction features steps the CNN must be
trained on large-scale datasets like ImageNet [13]. Neural network training is the
process in which the configuration of a neural network determines and calculates
the value of each of its weights until the network is able to make correct pre-
dictions on images. CNN architecture is composed by a set of layers. The major
layers for CNN are :the input layer, hidden layers and the output layer. In CNN
the input layer is an image with three dimensional reshaped according to the
model. In CNN three applications can be applied on image: Classification, Object
detection and Segmentation. Related to CBIR context, in classification category
we are interest to extract the vector features from fully connected layer. Many
CNN models used for extracting features, including AlexNet [17],VGGNet [29],
GoogleNet [32] and ResNet [31]. For example, in AlexNet the size of descrip-
tor from the layer fc7 is 4,096-dim. Similar to Local visual Feature approaches,
after extracting all descriptors the retrieval accuracy computed using Euclidean
distance between the images. NetVLAD [3] inspired from VLAD is a CNN ar-
chitecture used for image retrieval. [5] reduce the training time and provides
an average improvement in accuracy. Using ACP is frequently in CBIR applica-
tion thanks to his ability to reduce the descriptor dimension without losing its
accuracy. [28] use convolution neural network (CNN) to train the network and
support vector machine (SVM) to train the hyerplane then compute the distance
between the features image and the trained hyper-plane.

3 Contributions

Encoding is the process of converting the data into a specified format for a spe-
cific task. In CBIR, encoding image content have met with great success. In addi-
tion, encoding images offers many advantages and benefits in terms of searching,
retrieving and increasing the accuracy of CBIR system. Many approach based
encoding such as BoVW [12], Fisher vector encoding [24], VLAD [16], CNN [17]
achieves excellent performance. Consequently, encoding image content is a key
element leads to increase the CBIR system performance. Inspired by recent suc-
cesses of deep learning, we propose a CNN-based model by encoding the output
of semantic segmentation architecture for CBIR. So, given a semantic 2D-map,
our method (Figure 3) transforms the semantic prediction into a semantic bi-
nary signature. The signature construction comprises of two main unsupervised
processing units:(i) Encoding of spatial information (ii) Encoding of proportion.
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Fig. 3. Global framework

As shown in above of figure 3, given a query image Iq, we obtained the prediction
Iseg using semantic segmentation algorithm [30] in offline stage. Then, we split
the predicted Iseg into 4n blocks Isub. For each block, we encode both spatial and
proportion information into a binary matrix. In order to obtain the two main
components, we concatenate them to perform a discriminative semantic signa-
ture. The similarity between the images signatures are computed by Hamming
metric because this distance is fast for the comparison of binary data.

3.1 Encoding of spatial information

Fig. 4. Illustration of the spatial division. The semantic image divided into 4n blocks

We propose to encode spatial information using a binary encoding. In a
first stage, the image is divided in a recursive way (see fig. 4). For level one,
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the image is split into 2 x 2 spatial areas without overlap that are denoted as
blocks. The same operation is then achieved for each block (level 1), and so
on. It results that for L levels, the recursive splitting process generates a set
of nb =

∑
n∈{1,..,L} 4n blocks B .

= {Bnb
}. In a second stage, a binary vector

is associated to each block. It is a simple way to encode spatial statistics and
has been used for histogram based features for example. The binary vector we
propose should provide information from existing semantic classes in the block:
if a semantic class is present in the block, it is assigned a 1, otherwise a 0. We
thus obtain a binary vector for each block that indicates the presence of semantic
classes.

Fig. 5. An example of converting a semantic block to a semantic binary vector.

Figure 5 shows a spatial division into four blocks of the semantic image.
A binary vector is assigned to each block to indicate the presence of semantic
classes. Our example here shows by value 1 the presence of semantic classes
such as sky, building, person, ... and by 0 the missing classes. The process of
creating binary vectors stops when we obtain four vectors corresponding to the
four blocks. Finally, we concatenate the binary vectors of all blocks to obtain
the global signature Ss from an input image.

3.2 Encoding of proportion information

In the second step, we complete the binary spatial presentation with information
on the proportion of each semantic class. To do this, we propose to encode the
proportion of semantic classes from the segmented image using the same spatial
division used when encoding spatial information.

Given a segmented image Iseg, we detect the semantic classes present in each
block using the neural network. Then, for each semantic class C we calculate its
proportion as a percentage Pc in the block. After assigning the percentages of
all the classes, a binary conversion process will be applied to each Pc indicated
in the equation (1) in order to create a binary signature per block named BP c.
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Fig. 6. Example of encoding the proportion information. Given an image divided into
4 blocks, we iteratively select each block to calculate the proportion of the semantic
class inside.


if 0 < Pc <= 0.25 then BP c = 0001

if 0.25 < Pc <= 0.5 then BP c = 0011

if 0.5 < Pc <= 0.75 then BP c = 0111

if Pc > 0.75 then BP c = 1111

(1)

For cases where the semantic class Ci is not present in the block, an assign-
ment is automatically assigned to it in the block BP c = [0000]. In order to keep
all the scores, we collect them together in the BSub−Pc matrix. This matrix is a
binary description of the proportion of a block.

BSub−Pci =


BP c1

BP c2

......
BP cM−1
BP cM



where M is the number of classes that the network has learned to detect. Finally,
we concatenate all the binary conversions BSub−Pci to obtain a signature of
global proportion SP corresponding to the segmented input image Iseg where
SP = {BSub−Pc1 . BSub−Pc2 ..... BSub−PcM }. We start the tests with large blocks,
then we repeat them with smaller to more smaller blocks. When nb = 1 it means
that no spatial division was applied on the image. Therefore, we only encode the
semantic proportion information BSub−Pc.
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Table 1. Database used to evaluate of approach

Name Size ground Query mode
DB / Queries Truth

Corel 1K [33] 1000 / 1000 100 query-in-ground Truth
(Wang)

Corel 10K [33] 10.000 / 10.000 100 query-in-ground Truth

GHIM-10K [33] 10.000 / 10.000 500 query-in-ground Truth

Linnaeus [9] 6000 / 2000 400 queries/
dataset are disjoint

MSRC v1 241 / 241 - query-in-ground Truth

MSRC v2 591 / 591 - query-in-ground Truth

4 Experimental Setup

4.1 Benchmark datasets for retrieval.

Fig. 7. From different categories selected from different datasets, we show the queries
with their corresponding predictions and the three nearest neighbors selected by our
method using HRNet-W48 [30] trained on Mseg dataset

Dataset Images Merged All Stuff / Thing Year
Classes classes classes

Mseg [18] 220K 194 316 102 / 94 2020

Table 2. Details about semantic dataset used to predict the images



Title Suppressed Due to Excessive Length 9

Semantic Dataset : Mseg [18]
aaaaaaaaaaa

Retrieval
Dataset

Size of
blocks 40 = 1 41 = 4 42 = 16 43 = 64

MSRC v1 0.79 0.89 0.83 0.81

MSRC v2 0.64 0.73 0.71 0.67

Linnaeus [9] 0.71 0.77 0.78 0.73

Corel 1K(Wang) [33] 0.77 0.86 0.81 0.80

Corel 10K [20] 0.53 0.55 0.56 0.55

GHIM-10K [20] 0.53 0.52 0.53 0.51

Table 3. MAP evaluations using Coco-stuff datasets

4.2 Results on Benchmark datasets for retrieval

We conducted our experimentation on two different semantic prediction datasets [8]
[18] and six retrieval datasets (Table 1). Table 3 presents the mean average pre-
cision (MAP) [2] scores for dataset per size of blocks. We start the tests with
large blocks to small blocks. When the parameter n = 1 then the encoding of
semantic spatial information not exist and we encode only the semantic propor-
tion information. Figure 7 clearly indicates that our method capable to select the
similar images to input query based on semantic content. The selection is based
hamming distance between the query and the images dataset. Experiments with
a single thread for each image, the descriptor requires 9 ms on average( Table
4). For [31], [29], [17] we extract from their architectures the features vector
from the features layer for evaluating their performance on the datasets using
L2 distance.

aaaaaaaaaaa

Retrieval
Dataset

Size of
blocks 40 = 1 41 = 4 42 = 16 43 = 64

MSRC v1 8.8 9.1 12.8 28.1

MSRC v2 8.5 9.8 13.6 30.6

Linnaeus [9] 9.1 11.3 18.6 37.6

Corel 1K(Wang) [33] 10.1 14.3 29.5 41.6

Corel 10K [20] 10.4 14.5 28.9 42.1

GHIM-10K [20] 11.2 15.4 30.1 44.2

Table 4. Execution time on milliseconds (ms) per image ( using a single thread ) for
all datasets
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4.3 Comparison with State-of-the-Art.

Table 5. Comparison of the accuracy of our approach with methods from the state of
the art (best scores in bold)

Methods MSRC v1 MSRC v2 Linnaeus Wang Corel-10K GHIM-10K

BoVW [12] 0,48 0.30 0,26 0.48 0.30 0.39

n-BoVW [22] 0.58 0.39 0.31 0.60 0.34 0.41

VLAD [16] 0.78 0.41 - 0.74 0.38 0.44

N-Gram [23] - - - 0.37 - -

AlexNet [17] 0.81 0.58 0,47 0.68 0.40 0.41

VGGNet [29] 0.76 0.63 0,48 0.76 0.45 0.43

ResNet [31] 0.83 0.70 0,69 0.82 0.59 0.49

SaCoCo [15] - - - 0.54 0.17 0.15

Ruigang [28] - - 0.70 - - -

Ayan[7] - - - 0.79 0.52 -

Chu[11] - - - 0.80 0.45 0.51

Ours 0.89 0.73 0.78 0.86 0.55 0.53

We compare our results against two main categories : (i) Local visual Fea-
ture: methods that based on local features like Surf, Sift included the inherited
methods such as BoVW, Vlad, Fisher. (ii) Learning based features: methods that
based on learning the features using deep learning algorithms. Hamming dis-
tance is the similarity metric used to compute the similarity between the query
and dataset. In Table 5 we compare our results with a large state of the art
methods. As indicate the results our proposed present good performance for all
datasets. In Table 6 , we compare the precision of the top 20 retrieved image for
all categories for Wang dataset. In figure 8 we show the precision performance of
top 20 retrieved image for 10 category compared to [14][1] [34][25] methods. The
second objective desired in this work is to reduce and minimize the execution
time of CBIR system. For any CBIR the execution time depends to time of sig-
nature construction. Then, we compare only the time taken by each method to
build its signature. We explain here that the extraction, detection and prediction
time are not taken into consideration. Table 4 and figure 9 present a comparison
time of signature construction for the state of the art methods and our method.
Its clearly the interest of our approach in the terms of time against the state of
the art methods.
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Fig. 8. comparison of precision for top 20 retrieved images for all categories (Corel
1K(Wang) dataset)

Fig. 9. Comparison of execution time against the state of the art

Table 6. comparison of precision for top 20 retrieved images(Wang dataset)

Methods Top 20

ElAlami [14] 0.76

Guo and Prasetyo [1] 0.77

Zeng et al. [34] 0.80

Jitesh Pradhan [25] 0.81

Proposed method 0.94
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5 Conclusion

We present in this paper a fast and efficient CBIR approach based on semantic
segmentation prediction to improve the image similarity. We have shown that by
encoding the image information as binary leads to increase the CBIR accuracy.
Two gain well shown in our work (i) Time saving (ii) Robust signature based
on CNN. Experimental evaluation indicates that our approach achieve a better
results in terms of accuracy and time against the state of the art methods.
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16. Hervé Jégou, Matthijs Douze, Cordelia Schmid, and Patrick Pérez. Aggregating
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