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Abstract. The bitemperature Euler model describes a crucial step of Inertial Con-
finement Fusion (ICF) when the plasma is quasineutral while ionic and electronic
temperatures remain distinct. The model is written as a first-order hyperbolic sys-
tem in non-conservative form with partially dissipative source terms. We consider
the polytropic case for both ions and electrons with different γ-law pressures. The
system does not fulfill the Shizuta-Kawashima condition and the physical entropy,
which is a strictly convex function, doses not provide a symmetrizer of the system.
In this paper we exhibit a symmetrizer to apply the result on the local existence
of smooth solutions in several space dimensions. In the one-dimensional case we
establish energy and dissipation estimates leading to global existence for small per-
turbations of equilibrium states.
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1. Introduction

This paper is devoted to the study of the global existence of smooth solutions near constant
equilibrium states for a bitemperature Euler system. This fluid model describes the interaction
of a mixture of one species of ions and one species of electrons in thermal nonequilibrium, with
applications in the field of Inertial Confinement Fusion (ICF). It was derived from a kinetic
model by using a hydrodynamic limit and the Boltzmann entropy. For this kinetic model, a
Discrete Velocity Model (DVM) method with an asymptotic preserving discretization toward
Euler equations was obtained. The kinetic approach also allows to design numerical schemes
for the bitemperature Euler equations. See [1, 5].

We denote by ρe and ρi the electronic and ionic densities, ρ = ρe + ρi the total density, me

and mi the related masses, ce and ci the mass fractions. These variables satisfy

(1.1) ρe = mene = ceρ, ρi = mini = ciρ, me > 0, mi > 0, ce + ci = 1.
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Quasineutrality is assumed, so that the ionization ratio Z = ne/ni is a constant. This implies
that the electronic and ionic mass fractions are constant and given by

(1.2) ce =
Zme

mi + Zme

, ci =
mi

mi + Zme

.

We suppose that the ionic and electronic velocities are equal: ue = ui = u, and the pressure of
each species satisfies a gamma-law with its own γ exponent :

pe = (γe − 1)ρeεe = nekBTe, pi = (γi − 1)ρiεi = nikBTi, γe > 1, γi > 1,(1.3)

where kB is the Boltzmann constant (kB > 0), εα and Tα represent respectively the internal
specific energy and the temperature of species α for α = e, i.

Denoting by | · | the Euclidean norm in Rd, the total energies for the particles are defined by

(1.4) Eα = ραεα +
1

2
ρα|u|2 = cα

(
ρεα +

1

2
ρ|u|2

)
, α = e, i.

We denote by ν ≥ 0 the interaction coefficient between the electronic and ionic temperatures.
Physically this coefficient is a complicated function of the electronic and ionic temperatures and
of ρ, see the NRL plasma formulary [11]. A rigorous derivation of ν is obtained via a kinetic
underlying formulation [1]. It gives ν(ρ) = Kρ where K is a positive constant. This expression
of ν implies that more dense is the plasma, faster it reaches the thermal equilibrium. In order
to simplify the notation, we assume that ν is a sufficiently smooth function of ρ, denoted by
ν = ν(ρ), and satisfies ν(ρ) > 0 for ρ > 0. In particular, it suffices to assume that ν(1) > 0
in the study of the global existence of smooth solutions for ρ near 1. From the proof of the
main theorem, we will see easily that global existence still holds when ν is a smooth function
of (Te, Ti, ρ) and remains positive at an equilibrium point (Te, Ti, ρ) = (T̄ , T̄ , 1) for a positive
constant T̄ .

The model consists of two conservative equations for mass and momentum and two non-
conservative equations for each energy:

(1.5)


∂tρ+ div(ρu) = 0,

∂t(ρu) + div(ρu⊗ u) +∇(pe + pi) = 0,

∂tEe + div
(
u(Ee + pe)

)
− u · (ci∇pe − ce∇pi) = ρν(Ti − Te),

∂tEi + div
(
u(Ei + pi)

)
+ u · (ci∇pe − ce∇pi) = −ρν(Ti − Te),

where ”·” stands for the inner product in Rd. This is a non-conservative hyperbolic system
which can be written in the synthetic form

(1.6) ∂tW +
d∑
j=1

Cj(W)∂xjW = F (W).

Now we introduce

(1.7)


η(ρ, ρu, Ee, Ei) = −

∑
α=e,i

ρα
bα

ln
((γα − 1)ραεα

ργαα

)
,

φ(ρ, ρu, Ee, Ei) = η(ρ, ρu, Ee, Ei)u,

where

(1.8) bα =
(γα − 1)mα

kB
> 0, α = e, i.
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It was proved in [1] (see Theorem 2.9) that the functions (η, φ) defined in (1.7) are a pair of
entropy-entropy flux of (1.5), and η is strictly convex in the set of state space Ω given by

Ω =
{

(ρ, u, εe, εi) ∈ Rd+3
∣∣ ρ > 0, εe > 0, εi > 0

}
.

Moreover, any smooth solution of the system satisfies the entropy equality

(1.9) ∂tη(ρ, ρu, Ee, Ei) + div φ(ρ, ρu, Ee, Ei) = − νρ

TeTi
(Te − Ti)2,

which is a partially dissipative condition of the system. It is known that the second-order deriv-
ative of a strictly convex entropy provides a symmetrizer of a hyperbolic system in conservative
form (see [9, 3]). Unfortunately, the equations for Ee and Ei in (1.5) are not in conservative
form. As already noticed in [2], η′′(W) is not a symmetrizer of system (1.5). For the sake of
completeness we prove this result in the Appendix of the present article.

According to the theory on the symmetrizable hyperbolic system [14, 12, 15], the existence
of a symmetrizer is very important to study smooth solutions in Sobolev spaces. Such a
symmetrizer for (1.5) is constructed in Section 2 in any space dimension. It implies the local
existence of smooth solutions. See B0(V) defined in (2.10) and Proposition 2.1.

In order to study global existence, we may introduce the total energy E and the total pressure
p defined by

E = Ee + Ei, p = pe + pi.

From (1.3)-(1.5), we have

E =
pe

γe − 1
+

pi
γi − 1

+
1

2
ρ|u|2, p = ρ

[
(γe − 1)ceεe + (γi − 1)ciεi

]
and

(1.10)


∂tρ+ div(ρu) = 0,

∂t(ρu) + div(ρu⊗ u) +∇p = 0,

∂tE + div
(
u(E + p)

)
= 0, t > 0, x ∈ Rd.

The last equation in (1.10) shows that the total energy is a conservative variable. If γe = γi,
we introduce a total internal specific energy ε by ε = ceεe + ciεi. Then

E = ρε+
1

2
ρ|u|2, p = (γe − 1)ρε.

Therefore, (1.10) becomes the gas dynamics equations. In this case, system (1.5) is decoupled
and contains (1.10). It is known that smooth solutions to the gas dynamics equations blow
up in finite time [13, 23]. Hence, global existence is not expected. In physically realistic
situations, one can define a weak solution containing shocks. Existence and uniqueness of weak
entropy solutions is rather well understood for one-dimensional strictly hyperbolic systems of
conservation laws, see [4] and references therein. For systems with non-conservative products,
the authors of [8] gave a definition of shocks, but to our knowledge there is no result on the
existence of such solutions for (1.5).

In what follows, we consider the Cauchy problem for (1.5) near constant equilibrium states
in case γe 6= γi. Let us introduce

V =
(
ρ, uT , εe, εi

)T
.

An equilibrium state V̄ is a constant solution of (1.5). We consider in particular the equilibrium
state with zero velocity. Let

V̄ = (1, 0, ε̄e, ε̄i)
T ,

which is such an equilibrium state with ε̄e > 0 and ε̄i > 0.
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System (1.5) is supplemented by an initial condition

(1.11) t = 0 : V = V0(x)
def
=
(
ρ0(x), uT0 (x), εe0(x), εi0(x)

)T
, x ∈ Rd.

For a positive integer m we denote by Hm(Rd) the usual Sobolev space equipped with the norm
‖ · ‖m. The result of the global existence of solutions holds in one space dimension and can be
stated as follows.

Theorem 1.1. Let d = 1 and m ≥ 2. Assume V0 − V̄ ∈ Hm(R) and γe 6= γi. There are two
positive constants c and κ0 such that if ‖V0 − V̄‖m ≤ κ0, then the Cauchy problem (1.5) and
(1.11) admits a unique global solution V satisfying V −V̄ ∈ C(R+;Hm(R))∩C1(R+;Hm−1(R)).
Moreover,

(1.12) sup
t∈R+

‖V(t, ·)− V̄‖m ≤ c‖V0 − V̄‖m.

For conservative hyperbolic systems with source terms, the global existence of smooth so-
lutions near constant equilibrium states was proved in [10, 26] in a general framework under
two main conditions. A typical example in this framework can be seen in [24, 7] for the gas
dynamics equations with damping. The first condition required in [10, 26] is an entropy dissi-
pation near an equilibrium state. It implies in particular an L2 energy estimate of solutions.
The second one is the classical Shizuta-Kawashima condition (SK) at the equilibrium state [22].
Unfortunately, these two conditions are not satisfied by system (1.5). The first condition fails
because (1.5) is not a conservative system. However, it is known that condition (SK) is not
necessary for the global existence of smooth solutions. There do exist conservative systems for
which global existence holds without this condition. We refer the reader to [27, 6, 19, 17] for
examples in which different techniques are employed to avoid condition (SK).

Thus, it is important to establish a global existence result for a class of systems including at
least one of these examples. In [16] the authors studied energy estimates of smooth solutions
near non-constant equilibrium states for conservative systems. In one space dimension, they
obtained global existence for systems violating condition (SK) but admitting a very special
structure. This allows them to give a proof of global existence by using only a partially dissi-
pative condition via an entropy dissipation. This situation is different from that of the present
paper. In the proof of Theorem 1.1, we not only need a partially dissipative condition but also
a dissipation estimate for other variables (see Lemma 3.5). In [21] the authors tried to explore
a link between the linear degeneracy of characteristic fields and condition (SK) for conservative
systems. Under restrictive conditions, they obtained time-decay estimates of solutions which
imply global existence. One can check that the conditions in [16] and [21] are not fulfilled by
(1.5) and the systems in [27, 6, 19, 17].

Up to our knowledge, Theorem 1.1 gives a first result on the global existence of smooth solu-
tions for a non-conservative nonlinear hyperbolic system with source terms without condition
(SK). The proof of this theorem is based on the local existence of solutions and uniform energy
estimates with respect to time through Lagrangian coordinates. It consists of three steps. The
first step concerns an L2 energy estimate. For this purpose, the entropy equality (1.9) is not
sufficient because the system is not in conservative form. We need further to prove equilibrium
conditions between the system and the entropy η given in (1.7) at the equilibrium state. The
verification of these conditions is very complicated and tedious for (1.5). To avoid this, we turn
to consider the Cauchy problem in Lagrangian coordinates where these conditions can be easily
checked (see Lemma 3.1). The second step is to establish higher-order energy estimates with a
dissipation estimate for Te−Ti. This is a classical step which is done by choosing an appropriate
symmetrizer of the system (see Lemma 3.4). In the last step, we prove a dissipation estimate
for (∇u,∇p) (see Lemma 3.5). In view of special structures of the system, these estimates are
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sufficient to obtain the global existence of solutions in Lagrangian coordinates. Then Theo-
rem 1.1 follows from the equivalence result for the solutions between Eulerian and Lagrangian
coordinates. Remark that in the proof of Theorem 1.1, we need to use different independent
unknown variables in different energy estimates. The difficulty on the lack of condition (SK) for
system (1.5) is overcome by choosing appropriate variables connected by C∞-diffeomorphisms.

Finally, we point out that there exists a result on the global existence of solutions for partially
dissipative hyperbolic systems in non-conservative form which satisfy condition (SK). However,
the space dimension is required to be bigger than 3 [20] (see Theorem 2.4). System (1.5) is not
included in this framework since it does not satisfy condition (SK). So far, global existence in
several space dimensions is an open problem for (1.5).

This paper is organized as follows. In the next section, we first exhibit a symmetrizer to apply
the result on the local existence of smooth solutions in several space dimensions. Then we study
the structure of the system in one space dimension in Euler and Lagrangian coordinates. In
particular, we show that system (1.5) does not satisfy condition (SK). We also state a result on
the global existence of solutions for the system in Lagrangian coordinates (see Theorem 2.1).
Section 3 is devoted to the proof of the energy estimates in the three steps mentioned above.
In the last section, we give the proof of Theorem 2.1 and then the proof of Theorem 1.1 by
using a result on the equivalence of solutions for the Cauchy problem in Euler and Lagrangian
coordinates.

2. Study of the bitemperature Euler model

2.1. Symmetrization of the system. System (1.5) can be written in the form

(2.1)


∂tρ+ div(ρu) = 0,

∂t(ρu) + div(ρu⊗ u) +∇p = 0,

∂tEe + div
(
u(Ee + pe)

)
− u · (ci∇pe − ce∇pi) = ν(ρ)v,

∂tEi + div
(
u(Ei + pi)

)
+ u · (ci∇pe − ce∇pi) = −ν(ρ)v, t > 0, x ∈ Rd,

with relations (1.1), (1.2), (1.3), (1.4), (1.8) and

v = ρ(Ti − Te), Tα = bαεα, α = e, i.

Now we write the system with variables (ρ, u, εe, εi). We first remark that

(2.2) div(ρu⊗ u) = ρ(u · ∇)u+ u div(ρu), p = pe + pi.

Then, for ρ > 0, the first two equations in (2.1) give

(2.3) ∂tu+ (u · ∇)u+ ρ−1∇p = 0.

By the definition of Eα and the first two equations in (2.1) together with (2.3), we have

1

cα

[
∂tEα + div(uEα)

]
=

1

2
ρu · ∂tu+

1

2
u · ∂t(ρu) + ρ∂tεα + εα∂tρ+ div

(1

2
ρ|u|2u+ ρuεα

)
= −1

2
ρu ·

[
(u · ∇)u+ ρ−1∇p

]
− 1

2
u ·
[

div(ρu⊗ u) +∇p
]

+ ρ∂tεα

− εα div(ρu) + div
(1

2
ρ|u|2u+ ρuεα

)
.
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Since

−ρu ·
[
(u · ∇)u] = −1

2
ρu · ∇(|u|2),

div
(1

2
ρ|u|2u

)
=

1

2
|u|2 div(ρu) +

1

2
ρu · ∇(|u|2),

using (2.2), we obtain

−1

2
ρu ·

[
(u · ∇)u+ ρ−1∇p

]
− 1

2
u ·
[

div(ρu⊗ u) +∇p
]

+ div
(1

2
ρ|u|2u

)
= −1

2
ρu · ∇(|u|2)− u · ∇p− 1

2
|u|2 div(ρu) + div

(1

2
ρ|u|2u)

)
= −u · ∇p.

We also have

−εα div(ρu) + div(ρuεα) = ρu · ∇εα.
These equalities imply that

1

cα

[
∂tEα + div(uEα)

]
= ρ∂tεα + ρu · ∇εα − u · ∇p.

Moreover,

(2.4)

{
div(upe)− u · (ci∇pe − ce∇pi) = pe div u+ ceu · ∇p,
div(upi) + u · (ci∇pe − ce∇pi) = pi div u+ ciu · ∇p.

It follows that

1

ce

[
∂tEe + div

(
u(Ee + pe)

)
− u · (ci∇pe − ce∇pi)

]
= ρ∂tεe + ρu · ∇εe +

1

ce
pe div u,

1

ci

[
∂tEi + div

(
u(Ei + pi)

)
+ u · (ci∇pe − ce∇pi)

]
= ρ∂tεi + ρu · ∇εi +

1

ci
pi div u.

Finally, by the expression of pα and the last two equations in (2.1), we obtain

∂tεe + u · ∇εe + (γe − 1)εe div u = ν(ρ)(ceρ)−1v,

∂tεi + u · ∇εi + (γi − 1)εi div u = −ν(ρ)(ciρ)−1v,

which are the equations for εe and εi. Thus, system (2.1) is equivalent to

(2.5)


∂tρ+ div(ρu) = 0,

∂tu+ (u · ∇)u+ ρ−1∇p = 0,

∂tεe + u · ∇εe + (γe − 1)εe div u = ν(ρ)(ceρ)−1v,

∂tεi + u · ∇εi + (γi − 1)εi div u = −ν(ρ)(ciρ)−1v, t > 0, x ∈ Rd,

where

(2.6)

{
p = ρ[ce(γe − 1)εe + ci(γi − 1)εi],

v = ρ(biεi − beεe).

Let

V = (ρ, uT , εe, εi)
T , ε1 = ce(γe − 1)εe + ci(γi − 1)εi,

where the superscript T denotes the transpose of a vector. Since p = ρε1 and

ρ−1∇p = ρ−1ε1∇ρ+ ce(γe − 1)∇εe + ci(γi − 1)∇εi,
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system (2.5) is written in the form

(2.7) ∂tV +
d∑
j=1

Bj(V)∂xjV = H(V), t > 0, x = (x1, · · · , xd) ∈ Rd,

where

(2.8) Bj(V) =


uj ρeTj 0 0

ρ−1ε1ej ujId ce(γe − 1)ej ci(γi − 1)ej

0 (γe − 1)εee
T
j uj 0

0 (γi − 1)εie
T
j 0 uj

 ,

and

(2.9) H(V) =


0

0

ν(ρ)(ceρ)−1v

−ν(ρ)(ciρ)−1v

 ,

with u = (u1, · · · , ud)T , Id being the unit matrix and (e1, · · · , ed) being the standard basis of
Rd.

By a symmetrizer B0(V) for system (2.7) we mean that B0(V) is a symmetric positive definite
matrix such that B0(V)Bj(W) is symmetric for all j ∈ {1, 2, · · · , d} (see [15]). Now we introduce
a diagonal matrix

(2.10) B0(V) = diag
(
ε1εeεi, ρ

2εeεiId, ceρ
2εi, ciρ

2εe
)
.

Obviously, B0(V) is symmetric positive definite in Ω. Moreover,

B0(V)Bj(V) =


ujε1εeεi ρε1εeεie

T
j 0 0

ρε1εeεiej ρ2ujεeεiId ce(γe − 1)ρ2εeεiej ci(γi − 1)ρ2εeεiej

0 ce(γe − 1)ρ2εeεie
T
j ceρ

2ujεi 0

0 ci(γi − 1)ρ2εeεie
T
j 0 ciρ

2ujεe

 ,

which is a symmetric matrix. Therefore, B0(V) is a symmetrizer and system (2.7) is symmetriz-
able hyperbolic in the sense of Friedrichs. According to Lax [14] or Kato [12] (see also Majda
[15]), for smooth initial data, the Cauchy problem for (2.1) admits a unique smooth solution,
locally in time. This result is stated as follows and it holds in any space dimension.

Proposition 2.1. Let m > d/2 + 1 be an integer and ε̄e > 0 and ε̄i > 0 be two constants. We
suppose that V0 − V̄ ∈ Hm(Rd) and

(2.11) inf
x∈Rd

ρ0(x) > 0, inf
x∈Rd

εe0(x) > 0, inf
x∈Rd

εi0(x) > 0.

Then, there exist T > 0 and a unique smooth solution V to the Cauchy problem (1.5) and
(1.11). This solution satisfies V − V̄ ∈ C([0, T ];Hm(Rd)) ∩ C1([0, T ];Hm−1(Rd)) and

inf
(t,x)∈[0,T ]×Rd

ρ(t, x) > 0, inf
(t,x)∈[0,T ]×Rd

εe(t, x) > 0, inf
(t,x)∈[0,T ]×Rd

εi(t, x) > 0.

Remark 2.1.
Condition ‖V0 − V̄‖m ≤ κ0 in Theorem 1.1 with κ0 being sufficiently small implies (2.11).
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2.2. The system in one space dimension. In one space dimension, systems (2.1) and (2.5)
are written as :

(2.12)


∂tρ+ ∂x(ρu) = 0,

∂t(ρu) + ∂x(ρu
2 + p) = 0,

∂tEe + ∂x
(
u(Ee + pe)

)
− u(ci∂xpe − ce∂xpi) = ν(ρ)v,

∂tEi + ∂x
(
u(Ei + pi)

)
+ u(ci∂xpe − ce∂xpi) = −ν(ρ)v, t > 0, x ∈ R

and

(2.13)


∂tρ+ ∂x(ρu) = 0,

∂tu+ u∂xu+ ρ−1∂xp = 0,

∂tεe + u∂xεe + (γe − 1)εe∂xu = ν(ρ)(ceρ)−1v,

∂tεi + u∂xεi + (γi − 1)εi∂xu = −ν(ρ)(ciρ)−1v, t > 0, x ∈ R,

respectively. From (2.6) and (2.13), we further obtain
∂t(ρ

2εe) + ∂x(ρ
2εeu) + γeρ

2εe∂xu =
1

ce
ν(ρ)ρv,

∂t(ρ
2εi) + ∂x(ρ

2εiu) + γiρ
2εi∂xu = − 1

ci
ν(ρ)ρv,

which imply that

(2.14)


∂t(ρp) + ∂x(ρpu) + ρµ1∂xu = (γe − γi)ν(ρ)ρv,

∂t(ρv) + ∂x(ρvu) + ρµ2∂xu = −
(bi
ci

+
be
ce

)
ν(ρ)ρv,

where

(2.15)

{
µ1 = ρ

[
ceγe(γe − 1)εe + ciγi(γi − 1)εi

]
,

µ2 = ρ
(
biγiεi − beγeεe

)
.

By (2.6) and the expression of µ2 above, we see that µ1 and µ2 can further be expressed as
linear functions of p and v as

(2.16)

(
µ1

µ2

)
= M

(
p

v

)
,

where M is a constant invertible matrix given by

(2.17) M =
1

(meci +mice)kB

(
kB(meciγi +miceγe) cecik

2
B(γi − γe)

memi(γi − γe) kB(meciγe +miceγi)

)
.

By the expression of Bj given in (2.8), we can calculate the eigenvalues λi and the eigenvectors
ri of (2.13). They are given by

λ1(V) = u− a, λ2(V) = λ3(V) = u, λ4(V) = u+ a,

r1(V)=


ρ
−a

(γe − 1)εe
(γi − 1)εi

 , r2(V)=


0
0

−(γi − 1)ci
(γe − 1)ce

 , r3(V)=


−ρ
0
εe
εi

 , r4(V)=


ρ
a

(γe − 1)εe
(γi − 1)εi

 ,

where

a(εe, εi) =
√
ceγe(γe − 1)εe + ciγi(γi − 1)εi.
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Moreover, by (2.9), we have

H′(V̄) =


0 0 0 0

0 0 0 0

0 0 − be
ce
ν(1) bi

ce
ν(1)

0 0 be
ci
ν(1) − bi

ci
ν(1)

 .

It is known that condition (SK) is invariant under a change of unknown variables by a C1-
diffeomorphism [10]. This condition shows a coupling property between the eigenvectors and
the source terms of the system. At a given equilibrium state V̄ , it means that H′(V̄)ri(V̄) 6= 0
for all i = 1, 2, 3, 4. From (3.3), we see easily that H′(V̄)r3(V̄) = 0. This shows that condition
(SK) is not satisfied for system (2.13).

2.3. The system in Lagrangian coordinates. Let (ρ, u) ∈ C1(R+ × R) satisfying ρ ≥
const > 0 in R+ × R and

(2.18) ∂tρ+ ∂x(ρu) = 0.

The Euler-Lagrange change of variables from (t, x) to (t′, y) is defined by

t′ = t, dy = ρdx− ρudt,

or equivalently for y :

y =

∫ x

X1(t)

ρ(t, ξ)dξ, with X ′1(t) = u(t,X1(t)).

It is clear that this change of variables is a diffeomorphism from R+×R to itself. For simplicity,
we use the same notation for unknown variables in Euler coordinates (t, x) and in Lagrangian
coordinates (t, y).

Consider smooth solutions for (2.12). Let

(2.19) τ = ρ−1, Eα = τEα =
1

2
cαu

2 + cαεα, α = e, i.

Given a first-order partial differential equation

(2.20) ∂tw + ∂xz1 + b∂xz2 = f.

By (2.18), in Lagrangian coordinates this equation is written equivalently as

(2.21) ∂t(τw) + ∂y(z1 − wu) + b∂yz2 = τf.

Applying this to (2.12), we obtain

(2.22)


∂tτ − ∂yu = 0,

∂tu+ ∂yp = 0,

∂tEe + pe∂yu+ ceu∂yp = ντv,

∂tEi + pi∂yu+ ciu∂yp = −ντv.

Similarly to (2.14), by (2.4), we obtain

(2.23)


∂tp+ τ−1µ1∂yu = (γe − γi)νv,

∂tv + τ−1µ2∂yu = −
(bi
ci

+
be
ce

)
νv,

where µ1 and µ2 are given in (2.16).
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Regarding pα and p as functions of (τ, u, Ee, Ei), we have

pα =
1

τ
(γα − 1)

(
Eα −

1

2
cαu

2
)
, α = e, i, p = pe + pi.

Hence, system (2.22) can be written as

(2.24) ∂tU +A(U)∂yU = G(U), t > 0, y ∈ R, U = (τ, u, Ee, Ei)
T ,

which is supplemented by an initial condition

(2.25) t = 0 : U = U0(y)
def
=
(
τ0(y), u0(y), Ee0(y), Ei0(y)

)
, y ∈ R.

Here,

A(U) =


0 −1 0 0

∂τp ∂up ∂Eep ∂Eip

ceu∂τp pe + ceu∂up ceu∂Eep ceu∂Eip

ciu∂τp pi + ciu∂up ciu∂Eep ciu∂Eip

 , G(U) =


0

0

ντv

−ντv

 ,

with

∂τp = −p
τ
, ∂up = − [ce(γe − 1) + ci(γi − 1)]u

τ
, ∂Eep =

γe − 1

τ
, ∂Eip =

γi − 1

τ
.

Let

Ū = (1, 0, Ēe, Ēi)
T ,

which is an equilibrium state of (2.24) with Ēe > 0 and Ēi > 0. The result of global existence
of solutions to (2.24)-(2.25) can be stated as follows.

Theorem 2.1. Let m ≥ 2 and U0 − Ū ∈ Hm(R). Assume γe 6= γi. There are two positive
constants c and κ1 such that if ‖U0− Ū‖m ≤ κ1, then the Cauchy problem (2.24)-(2.25) admits
a unique global solution U satisfying U − Ū ∈ C(R+;Hm(R)) ∩ C1(R+;Hm−1(R)). Moreover,

(2.26) sup
t∈R+

‖U(t, ·)− Ū‖2m +

∫ +∞

0

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖v‖2m

)
dt′ ≤ c‖U0 − Ū‖2m.

3. Energy estimates in Lagrangian coordinates

We study energy estimates for the Cauchy problem (2.24)-(2.25). Let m ≥ 2 be an integer
and T > 0 such that the local smooth solution U is defined on time interval [0, T ]. We denote
by ‖ · ‖, ‖ · ‖∞ and ‖ · ‖l the usual norms of L2(R), L∞(R) and H l(R) for l ∈ N, respectively.
We also denote

UT = max
t∈[0,T ]

‖U(t, ·)− Ū‖m.

We consider a smooth solution U near Ū , namely, UT is small. In the proof below, we denote
by C > 0 and c0 > 0 generic constants independent of t and T .

The global existence of smooth solutions to (2.24)-(2.25) will be proved in the three steps
shown in Introduction.
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3.1. An L2 estimate. We first look at the entropy equality (1.9) in Lagrangian coordinates.
From (2.6), we have 

εe =
(mip− cikBv)τ

(γe − 1)(meci +mice)
,

εi =
(mep+ cekBv)τ

(γi − 1)(meci +mice)
,

which are strictly positive in a neighborhood of v = 0 when τ > 0 and p > 0. It follows from
the definition of bα, Tα and v that

− νρ

TeTi
(Ti − Te)2 = −ν1ρv2,

where ν1 = ν1(τ, p, v) given by

(3.1) ν1 =
k2B(meci +mice)

2ν

memi(mip− cikBv)(mep+ cekBv)
.

It is clear that, for all τ > 0 and p > 0, ν1 > 0 in a neighborhood of v = 0. We introduce a
new variable

s = τη = −
∑
α=e,i

cα
bα

ln
[((γα − 1)τ γα−1

cγαα

)(
Eα −

cα
2
u2
)]
,

which is a function of variable U . According to the equivalence of equations (2.20) and (2.21)
in two coordinates, the entropy equality (1.9) in variables (t, y) becomes

(3.2) ∂ts = −ν1v2,

which means that s is an entropy of system (2.24) with 0 as its entropy-flux.
Recall that an equilibrium state with zero velocity is of the form

V̄ = (1, 0, ε̄e, ε̄i)
T .

By definition, V̄ is an equilibrium state for (2.7) if H(V̄) = 0. Since ν > 0, by the definition of
H and v, we have

(3.3) beε̄e = biε̄i.

Combining this with (2.19) yields

beĒe
ce

=
biĒi
ci

def
= Ē∗ > 0.

Lemma 3.1. For all U in the domain under consideration, it holds

(3.4) ∇s(Ū)G(U) = 0

and

(3.5) ∇s(Ū)A(U) = ∇F(U),

where

F(U) =
1

Ē∗
up− kB

( ce
me

+
ci
mi

)
u.
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Proof. A straightforward calculation gives

−∂τs(U) =
kB
τ

( ce
me

+
ci
mi

)
,

−∂us(U) = −
( ce
beεe

+
ci
biεi

)
u,

−∂Ees(U) =
1

beεe
, −∂Eis(U) =

1

biεi
,

where

εα =
1

cα
Eα −

1

2
u2, α = e, i.

Therefore,

−∂τs(Ū) = kB

( ce
me

+
ci
mi

)
,

−∂us(Ū) = 0,

−∂Ees(Ū) = −∂Eis(Ū) =
1

Ē∗
.

Hence, it is easy to check that (3.4)-(3.5) are satisfied. 2

Lemma 3.2. In a neighborhood of Ū , it holds

(3.6) ‖U(t, ·)− Ū‖2 +

∫ t

0

‖v(t′, ·)‖2dt′ ≤ C‖U0 − Ū‖2, ∀ t ∈ [0, T ].

Proof. We introduce
S(U) = s(U)− s(Ū) +∇s(Ū)(U − Ū).

Since η is a strictly convex entropy for (2.1), by a result in [25], s is a strictly convex entropy for
(2.24). Hence, by Taylor formula, in a neighborhood of Ū , these exist two constants c2 ≥ c1 > 0
such that

c1|U − Ū|2 ≤ S(U) ≤ c2|U − Ū|2.
Using (2.24) and (3.2), we have

∂tS −∇s(Ū)A(U)∂yU = −ν1v2 −∇s(Ū)G(U).

It follows from Lemma 3.1 that

∂tS − ∂yF(U) = −ν1v2.
In a neighborhood of Ū , there is a constant ν̄1 > 0 such that ν1 ≥ ν̄1. Thus, integrating this
equality over [0, t]× R with t ∈ [0, T ], we obtain (3.6). 2

3.2. Higher-order energy estimates. Let U = (u, p, v, s)T . We use variable U in higher-
order energy estimates. From (2.22)-(2.23) and (3.2), we have

(3.7)


∂tu+ ∂yp = 0,

∂tp+ τ−1µ1∂yu = −(γi − γe)νv,
∂tv + τ−1µ2∂yu = −bνv,
∂ts = −ν1v2, t > 0, x ∈ R,

where ν1 is defined in (3.1), µ1 and µ2 are defined in (2.16)-(2.17), and

b =
bi
ci

+
be
ce
> 0.
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In particular, µ1 and µ2 are linear functions of p and v. This system can be written as

(3.8) ∂tU + A(U)∂yU = G(U), t > 0, x ∈ R,
where

A(U) =


0 1 0 0

τ−1µ1 0 0 0

τ−1µ2 0 0 0

0 0 0 0

 , G(U) =


0

−(γi − γe)νv
−bνv
−ν1v2

 ,

and τ is regarded as a function of U . By the definition in (2.6), the equilibrium state for U is
Ū = (0, p̄, v̄, s̄) with

p̄ = (γe − 1)Ēe + (γi − 1)Ēi > 0, v̄ = 0, s̄ = s(Ū).

We first prove the following useful property.

Lemma 3.3. Let δ(p, v) be defined by

(3.9) δ(p, v) = bµ1(p, v)− (γi − γe)µ2(p, v).

There is a constant δ̄ > 0 such that δ(p, v) ≥ δ̄ in a neighborhood of (p̄, 0).

Proof. By continuity, it is sufficient to prove that δ(p̄, 0) > 0. From (1.2), we have

ce
ci

=
Zme

mi

.

It follows from the definition of bα in (1.8) that

bice(γe − 1)

ci
= Zbe(γi − 1),

beci(γi − 1)

ce
=
bi
Z

(γe − 1).

Since ρ̄ = 1, from (2.15) we obtain

δ(p̄, 0) =

(
γi − 1 +

γe − 1

Z

)
(Zγebeε̄e + γibiε̄i)− (γi − γe) (γibiε̄i − γebeε̄e) .

Using the fact that beε̄e = biε̄i > 0 (see (3.3)), δ(p̄, 0) > 0 if and only if(
γi − 1 +

γe − 1

Z

)
(Zγe + γi) > (γi − γe)2,

or equivalently,
γeZ(γi − 1) + γi(γe − 1) > 0.

Lemma 3.3 is proved since Z > 0, γi > 1 and γe > 1. 2

Lemma 3.4. Let the conditions of Theorem 2.1 hold. If ‖U − Ū‖m is sufficiently small, for all
t ∈ [0, T ], we have

‖U(t, ·)− Ū‖2m +

∫ t

0

‖v(t′, ·)‖2mdt′(3.10)

≤ C‖U0 − Ū‖2m + C

∫ t

0

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖v‖2m

)
‖U − Ū‖mdt′.

Proof. Let

A0(U) =


µ0 0 0 0

0 bµ2
γi−γe −µ2 0

0 −µ2 µ1 0

0 0 0 1

 ,
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where

µ0(τ, p, v) =
1

(γi − γe)τ
µ2(p, v)δ(p, v),

and δ(p, v) is defined in (3.9). By lemma 3.3, in a neighborhood of Ū , there are positive
constants µ̄1, µ̄2 and µ̄0 such that

µ1(p, v) ≥ µ̄1, (γi − γe)µ2(p, v) ≥ µ̄2, µ0(τ, p, v) ≥ µ̄0.

Then it is easy to check that, in a neighborhood of Ū , A0(U) is a symmetrizer of system (3.8),
namely, A0(U) is symmetric positive definite and A0(U)A(U) is symmetric. In particular,

A0(U)A(U) =


0 µ0 0 0

µ0 0 0 0

0 0 0 0

0 0 0 0

 , A0(U)G(U) =


0

0

−δνv
−ν1v2

 .

Let 1 ≤ k ≤ m be an integer. We denote Uk = ∂kyU . From (3.8), we have

(3.11) ∂tUk + A(U)∂yUk = ∂kyG(U) + Jk,

where
Jk = A(U)∂yUk − ∂ky (A(U)∂yU).

Taking the inner product of (3.11) with A0(U)Uk in L2(R), we obtain the Friedrichs energy
equality

(3.12)
d

dt

〈
A0(U)Uk, Uk

〉
= 2
〈
A0(U)∂kyG(U), Uk

〉
+ 2
〈
A0(U)Jk, Uk

〉
+
〈

div ~A(U)Uk, Uk
〉
,

where 〈·, ·〉 is the inner product of L2(R) and

div ~A(U) = ∂tA0(U) + ∂yÃ(U), Ã = A0A.

By the definition of A0 and Ã, we have

div ~A(U) =


∂tµ0 ∂yµ0 0 0

∂yµ0
b

γi−γe∂tµ2 −∂tµ2 0

0 −∂tµ2 ∂tµ1 0

0 0 0 0

 ,

with

∂yµ0(U) = µ′0(U)∂yU,

∂tµi(U) = µ′i(U)∂tU = µ′i(U)
(
G(U)− A(U)∂yU

)
, i = 0, 1, 2.

Since G(U) = O(v) and the imbedding from Hm(R) to W 1,∞(R) is continuous, we obtain

(3.13)
〈

div ~A(U)Uk, Uk
〉
≤ C

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖∂yv‖2m−1

)
‖U − Ū‖m.

Next, a direct calculation yields

A0(U)Jk =


0[

τ−1
(

b
γi−γeµ1 − µ2

)
∂k+1
y u− ∂ky (τ−1

(
b

γi−γeµ1 − µ2

)
∂yu)

]
µ2

µ2∂
k
y (τ−1µ1∂yu)− µ1∂

k
y (τ−1µ2∂yu)

0

 .

By the Moser-type inequalities [15], we have

(3.14) 2
〈
A0(U)Jk, Uk

〉
≤ C

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖∂yv‖2m−1

)
‖U − Ū‖m.



SIAM J. Math. Anal. 53 (2021), no. 2, 1886-1907 15

Moreover,

∂kyG(U) =


0

−(γi − γe)ν∂kyv
−bν∂kyv

0

+


0

(γi − γe)
(
ν∂kyv − ∂ky (νv)

)
bν∂kyv − b∂ky (νv)

−∂ky (ν1v
2)

 def
= G1 +G2,

with

A0(U)G1 =


0

0

−δν∂kyv
0


and

A0(U)G2 =


0

a22(γi − γe)
(
ν∂kyv − ∂ky (νv)

)
− µ2

[
bν∂kyv − b∂ky (νv)

]
µ1

[
bν∂kyv − b∂ky (νv)

]
− µ2(γi − γe)

(
ν∂kyv − ∂ky (νv)

)
−∂ky (ν1v

2)

 ,

where

a22 =
bµ2

γi − γe
.

These equalities imply that

A0(U)G1 · Uk = −δν|∂kyv|2

and

A0(U)G2 · Uk =
(
a22(γi − γe)

(
ν∂kyv − ∂ky (νv)

)
− µ2

[
bν∂kyv − b∂ky (νv)

])
∂kyu

+
(
µ1

[
bν∂kyv − b∂ky (νv)

]
− µ2(γi − γe)

(
ν∂kyv − ∂ky (νv)

))
∂kyp

− ∂ky (ν1v
2)∂kys.(3.15)

Observe that each of three terms on the right-hand side of (3.15) is quadratic in variables
(u, p, v) with coefficients depending on derivatives of U − Ū up to order m. Moreover, using
Lemma 3.3, we have δν ≥ δ̄ν̄ in a neighborhood of Ū , where ν̄ > 0 is a constant. Thus, the
Moser-type inequalities imply that

(3.16)
〈
A0(U)∂kyG(U), Uk

〉
+ δ̄ν̄‖∂kyv‖2 ≤ C

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖v‖2m

)
‖U − Ū‖m.

Since A0(U) is positive definite,
〈
A0(U)Uk, Uk

〉
is equivalent to ‖Uk‖2. Combining (3.12)-

(3.16) and integrating (3.12) over [0, t] with t ∈ [0, T ], we have

‖Uk‖2 +

∫ t

0

‖∂kyv(t′, ·)‖2dt′ ≤ C‖U0− Ū‖2m +C

∫ t

0

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖v‖2m

)
‖U − Ū‖mdt′,

where U0 is the initial data of U . Finally, the change of variables U 7−→ U is a C∞-diffeomorphism
in a neighborhood of Ū . Then, ‖U − Ū‖l is equivalent to ‖U − Ū‖l for all l ∈ N. Summing up
this inequality for all k = 1, 2, · · · ,m, and using Lemma 3.2, we obtain (3.10). 2
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3.3. Dissipation estimates.

Lemma 3.5. Let the conditions of Theorem 2.1 hold. If ‖U − Ū‖m is sufficiently small, for all
t ∈ [0, T ], we have∫ t

0

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1

)
dt′(3.17)

≤ C‖U0 − Ū‖2m + C

∫ t

0

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖v‖2m

)
‖U − Ū‖mdt′.

Proof. Let k be an integer with 0 ≤ k ≤ m − 1. Applying ∂ky to the first three equations in
(3.7) yields

(3.18)


∂t∂

k
yu+ ∂k+1

y p = 0,

∂t∂
k
yp+ τ−1µ1∂

k+1
y u = τ−1µ1∂

k+1
y u− ∂ky

(
τ−1µ1∂yu

)
− (γi − γe)∂ky (νv),

∂t∂
k
yv + τ−1µ2∂

k+1
y u = τ−1µ2∂

k+1
y u− ∂ky

(
τ−1µ2∂yu

)
− b∂ky (νv), t > 0, x ∈ R.

We multiply the third equation in (3.18) by (γi− γe) and take the inner product with ∂k+1
y u in

L2(R). Using (γi − γe)τ−1µ2 ≥ 3c0 it yields

3c0‖∂k+1
y u‖2 ≤ −(γi−γe)

〈
∂t∂

k
yv, ∂

k+1
y u

〉
+(γi−γe)

〈
τ−1µ2∂

k+1
y u−∂ky

(
τ−1µ2∂yu

)
−b∂ky (νv), ∂k+1

y u
〉
.

By the Young inequality and the Moser-type inequalities, the last term above is bounded by

c0‖∂k+1
y u‖2 + C‖v‖2m + C‖∂yu‖2m−1‖U − Ū‖m.

Moreover, by the first equation in (3.18) and an integration by parts, we have

−(γi − γe)
〈
∂t∂

k
yv, ∂

k+1
y u

〉
= −(γi − γe)

d

dt

〈
∂kyv, ∂

k+1
y u

〉
+ (γi − γe)

〈
∂k+1
y v, ∂k+1

y p
〉

≤ −(γi − γe)
d

dt

〈
∂kyv, ∂

k+1
y u

〉
+ β‖∂k+1

y p‖2 + C‖v‖2m,

where β > 0 is a small constant to be chosen. This implies that

(3.19) 2c0‖∂k+1
y u‖2 ≤ −(γi−γe)

d

dt

〈
∂kyv, ∂

k+1
y u

〉
+β‖∂k+1

y p‖2 +C‖v‖2m+C‖∂yu‖2m−1‖U −Ū‖m.

Similarly, taking the inner product of the first equation in (3.18) with ∂k+1
y p in L2(R) and

using an integration by parts, we have

‖∂k+1
y p‖2 = − d

dt

〈
∂kyu, ∂

k+1
y p

〉
−
〈
∂k+1
y u, ∂ky∂tp

〉
.

By the second equation in (3.18), we obtain as above

−
〈
∂k+1
y u, ∂ky∂tp

〉
=

〈
∂ky (τ−1µ1∂yu)− τ−1µ1∂

k+1
y u+ (γi − γe)∂ky (νv), ∂k+1

y u
〉

+
〈
τ−1µ1∂

k+1
y u, ∂k+1

y u
〉

≤ C‖∂k+1
y u‖2 + C‖v‖2m + C‖∂yu‖2m−1‖U − Ū‖m.

Hence,

(3.20) ‖∂k+1
y p‖2 ≤ − d

dt

〈
∂kyu, ∂

k+1
y p

〉
+ C‖∂k+1

y u‖2 + C‖v‖2m + C‖∂yu‖2m−1‖U − Ū‖m.

Combining (3.19) and (3.20), and choosing β > 0 to be sufficiently small, it yields

c0‖∂k+1
y u‖2 + β‖∂k+1

y p‖2 ≤ − d

dt

[
(γi − γe)

〈
∂kyv, ∂

k+1
y u

〉
+ 2β

〈
∂kyu, ∂

k+1
y p

〉]
+C‖v‖2m + C‖∂yu‖2m−1‖U − Ū‖m.(3.21)
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Finally, since 0 ≤ k ≤ m− 1, we have∣∣〈∂kyv, ∂k+1
y u

〉∣∣+
∣∣〈∂kyu, ∂k+1

y p
〉∣∣ ≤ C‖U − Ū‖2m.

Integrating (3.21) over [0, t] with t ∈ [0, T ], we obtain∫ t

0

(
‖∂k+1

y u‖2 + ‖∂k+1
y p‖2

)
dt′ ≤ C‖U − Ū‖2m + C‖U0 − Ū‖2m

+C

∫ t

0

(
‖v‖2m + ‖∂yu‖2m−1‖U − Ū‖m

)
dt′.

Summing this inequality for all k = 0, 1, · · · ,m− 1 and using Lemma 3.4, we obtain (3.17). 2

3.4. Proof of Theorem 2.1. From (3.10) and (3.17), we have

‖U(t, ·)− Ū‖2m +

∫ t

0

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖v‖2m

)
dt′

≤ C‖U0 − Ū‖2m + CUT
∫ t

0

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖v‖2m

)
dt′, ∀ t ∈ [0, T ].

Since UT is sufficiently small, we further obtain

‖U(t, ·)− Ū‖2m +

∫ t

0

(
‖∂yu‖2m−1 + ‖∂yp‖2m−1 + ‖v‖2m

)
dt′ ≤ C‖U0 − Ū‖2m, ∀ t ∈ [0, T ].

This estimate together with a bootstrap argument implies (2.26) and the global existence of a
solution U to (2.24)-(2.25), provided that ‖U0 − Ū‖m is sufficiently small. 2

4. Proof of Theorem 1.1

For the Cauchy problem for (2.12) with initial data given in (1.11), we first define

Y0(x) =

∫ x

0

ρ0(ξ)dξ.

Then Y ′0 = ρ0. By the condition in Theorem 1.1, we have inf
x∈R

ρ0(x) > 0 and ρ0 − 1 ∈
Hm(R). Therefore, the continuous imbedding from Hm(R) to Cm−1(R) implies that Y0 is
a Cm-diffeomorphism from R to R. We denote by X0 the inverse Cm-diffeomorphism of Y0 and
define

U0(y) =
( 1

ρ0
, u0,

1

2
ceu

2
0 + ceεe0,

1

2
ciu

2
0 + ciεi0

)
(X0(y)).

Then condition V0 − V̄ ∈ Hm(R) implies that U0 − Ū ∈ Hm(R) and condition ‖V0 − V̄‖m ≤ κ0
with κ0 being sufficiently small implies that ‖U0 − Ū‖m is sufficiently small. According to
Theorem 2.1, there exists a global smooth solution U(t, y) = (τ(t, y), u(t, y), Ee(t, y), Ei(t, y))T

to the Cauchy problem (2.24)-(2.25). Then, we define

ρ(t, y) =
1

τ(t, y)
, εα(t, y) =

1

cα
Eα(t, y)− 1

2
u2(t, y), α = e, i.

On the other hand, the result in Theorem 2.1 also implies that U ∈ C1(R+ × R) and U is
globally Lipschitzian on R with respect to y (in particular for τ and u). Then the Cauchy
problem to the following ordinary differential equation

Y ′1(t) = u(t, Y1(t)), Y1(0) = 0,
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admits a unique global solution Y1 ∈ C2(R+). Let us further define a function X by

X(t, y) =

∫ y

Y1(t)

τ(t, η)dη.

Then, X ∈ C1(R+×R). Similarly to Y0, for all t ∈ R+, X(t, ·) is a Cm-diffeomorphism from R
to R. Let us denote by Y (t, ·) the inverse Cm-diffeomorphism of X(t, ·). It is easy to see that

X(0, y) = X0(y), Y (0, x) = Y0(x).

Finally, we define

V(t, x) = (ρ, u, εe, εi)
T
(
t, Y (t, x)

)
.

It is proved in [18] (see also [25]) that entropy solutions of the Cauchy problem for a hyperbolic
system of conservation laws are equivalent in Euler and Lagrangian coordinates. Moreover,
there are explicit formulations of the solutions between two coordinates. Since the solutions
studied here are smooth, it is obvious that this equivalence result holds for non-conservative
systems. Applying this result, we see that V is a smooth solution to the Cauchy problem (2.13)
and (1.11). Estimate (1.12) follows from (2.26) together with Moser-type inequalities. 2

Appendix : Strictly convex entropy and symmetrizer

There is a well-known result showing that the second-order derivative of a strictly convex
entropy is a symmetrizer for the hyperbolic system of conservation laws [9, 3]. In general, this
result does not hold for a non-conservative system. In this Appendix, we want to show that
the bitemperature Euler model, which is a non-conservative system, provides a good example
on this topic.

More precisely, we consider the system in the form (1.5) or equivalently (1.6). Denote W =
(ρ, ρuT , Ee, Ei). Since η defined in (1.7) is a strictly convex entropy, η′′(W) is a symmetric
positive definite matrix, denoted by A0(W). The result below implies that η′′(W)Cj(W) is not
symmetric in one space dimension.

Proposition. Consider the one-dimensional system (2.12) and denote by C1(W) = C(W) the
related matrix. Then η′′(W)C(W) is symmetric if and only if Te = Ti.

Proof. A straightforward calculation using (1.5) gives

C(W)=



0 1 0 0

1
2(ceγe + ciγi − 3)u2 −(ceγe + ciγi − 3)u γe − 1 γi − 1

− γeupe
(γe−1)ρ + 1

2ce(ceγe + ciγi − 2)u3 γepe
(γe−1)ρ + ce

(
3
2 − ceγe − ciγi

)
u2 (γece + ci)u ce(γi − 1)u

− γiupi
(γi−1)ρ + 1

2ci(ceγe + ciγi − 2)u3 γipi
(γi−1)ρ + ci

(
3
2 − ceγe − ciγi

)
u2 ci(γe − 1)u (γici + ce)u


.

Let q = ρu. From (1.3) and (1.4), we may write pα in variable W as

pα = (γα − 1)
(
Eα −

cαq
2

2ρ

)
.

Then η defined in (1.7) can be expressed as

η = ηe + ηi, ηα = −cαρ
bα

ln
( pα
cγαα ργα

)
, α = e, i.
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Obviously,

η′e(W) =

(
ηe
ρ
− kBc

2
eq

2

2meρpe
+
γece
be

,
kBc

2
eq

mepe
,−kBceρ

mepe
, 0

)
,

η′i(W) =

(
ηi
ρ
− kBc

2
i q

2

2miρpi
+
γici
bi
,
kBc

2
i q

mipi
, 0,−kBciρ

mipi

)
,

η′(W) = η′e(W) + η′i(W).

Since ∂2EeEiη = 0, the hessian matrix of η is of the following form :

η′′(W) =


∂2ρρ(ηe + ηi) ∂2ρq(ηe + ηi) ∂2ρEeηe ∂2ρEiηi
∂2ρq(ηe + ηi) ∂2qq(ηe + ηi) ∂2qEeηe ∂2qEiηi
∂2ρEeηe ∂2qEeηe ∂2EeEeηe 0
∂2ρEiηi ∂2qEiηi 0 ∂2EiEiηi

 ,

with

∂2ρρηα =
γαcα
bαρ

+
cαu

4

4bαρε2α
, ∂2ρqηα = − cαu

3

2bαρε2α
, ∂2ρEαηα = − 1

bαρεα
+

u2

2bαρε2α
,

∂2qqηα =
cα

bαρεα
+

cαu
2

bαρε2α
, ∂2qEαηα = − u

bαρε2α
,

∂2EαEαηα =
1

cαbαρε2α
, α = e, i.

Hence we obtain

∂2ρρη =
∑
α=e,i

(
γαcα
bαρ

+
cαu

4

4bαρε2α

)
, ∂2ρqη = −

∑
α=e,i

cαu
3

2bαρε2α
, ∂2ρEαη =

1

bαρε2α

(u2
2
− εα

)
,

∂2qqη =
∑
α=e,i

cα
bαρε2α

(
εα + u2

)
, ∂2qEαη = − u

bαρε2α
,

∂2EαEαη =
1

bαcαρε2α
, α = e, i.

The entry in the 3-th row and 1-th column of η′′C is

(η′′C)31 = ∂2qEeηe ×
1

2
(ceγe + ciγi − 3)u2 + ∂2EeEeηe

[
1

2
ce(ceγe + ciγi − 2)u3 − ceγeuεe

]
=

u3

2beρε2e
− γeu

beρεe
.

Similarly,

(η′′C)13 =
u3

2beρε2e
−
(γece + ci

beεe
+
ci(γe − 1)

biεi

)u
ρ
.

Therefore, (η′′C)31 = (η′′C)13 if and only if beεe = biεi, that is to say Te = Ti. This proves that
η is not a symmetrizer of the system. In a same way, we can show that η′′C is symmetric if and
only if Ti = Te. 2
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