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Abstract
This paper presents a novel calibration algorithm for plenoptic cameras, especially the multi-focus configuration, where
several types of micro-lenses are used, using raw images only. Current calibration methods rely on simplified projection
models, use features from reconstructed images, or require separated calibrations for each type of micro-lens. In the multi-
focus configuration, the same part of a scene will demonstrate different amounts of blur according to the micro-lens focal
length. Usually, only micro-images with the smallest amount of blur are used. In order to exploit all available data, we propose
to explicitly model the defocus blur in a new camera model with the help of our newly introduced Blur Aware Plenoptic
(BAP) feature. First, it is used in a pre-calibration step that retrieves initial camera parameters, and second, to express a new
cost function to be minimized in our single optimization process. Third, it is exploited to calibrate the relative blur between
micro-images. It links the geometric blur, i.e., the blur circle, to the physical blur, i.e., the point spread function. Finally, we
use the resulting blur profile to characterize the camera’s depth of field. Quantitative evaluations in controlled environment
on real-world data demonstrate the effectiveness of our calibrations.

Keywords Plenoptic camera · Calibration · Multi-focus · Relative blur · Blur circle

1 Introduction

From Lumigraph (Lippmann 1911) to commercial plenoptic
cameras (Ng et al. 2005; Perwaß et al. 2012), several designs
have been proposed to capture information that cannot be
captured by conventional cameras. Said cameras capture only
one point of view of a scene, whereas a plenoptic camera is
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a device that allows to retrieve spatial as well as angular
information. A same point from a scene is projected into
multiple observations on the sensor. For instance, this redun-
dant information can be used for digitally refocusing and
rendering (Bishop and Favaro 2012) or for depth estimation
(Johannsen et al. 2017).

This paper focuses on plenoptic cameras based on amicro-
lenses array (MLA) placed between a main lens and a sensor
as illustrated in Fig. 3. The specific design of such a camera
allows to multiplex both types of information onto the sensor
in the form of a micro-images array (MIA), as shown in
Fig. 1, but implies a trade-off between the angular and spatial
resolutions (Georgiev et al. 2006; Levin et al. 2008; Georgiev
and Lumsdaine 2009). It is balanced according to the (MLA)
position with respect to the main lens focal plane and the
sensor plane, corresponding to unfocused (Ng et al. 2005) or
focused (Perwaß et al. 2012; Georgiev and Lumsdaine 2012)
configurations.

To further extend the depth of field (DoF) of the plenoptic
camera, a multi-focus configuration has been proposed by
Perwaß et al. (2012); Georgiev and Lumsdaine (2012). In
this setup, the MLA is composed of several micro-lenses
with different focal lengths. The same part of a scene will
be more or less focused according to the micro-lens’ type.
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(b) (c)
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Fig. 1 The Raytrix R12 multi-focus plenoptic camera used in our
experimental setup (a), along with a raw image of a checkerboard cal-
ibration target (b). The image is composed of several micro-images
with different amounts of blur, arranged in a hexagonal grid. In each
micro-image, our Blur Aware Plenoptic (BAP) feature is illustrated by
its center and its blur circle (c).

Usually, only micro-images with the smallest amount of blur
are used. Alternatively, specific patterns are used to exploit
the information (Palmieri and Koch 2017). If one were able
to relate the camera parameters to the amount of blur in the
image, all information could be used simultaneously, without
distinction between types of micro-lenses. As a first step in
that direction, we propose a calibration method that takes
advantage of blur information.

Calibration is an initial step for applications using plenop-
tic imaging. Conventional cameras are usually modeled as
pinhole or thin lens. Due to the complexity of plenoptic
cameras’ design, the developed models are generally high
dimensional. Specific calibration methods have to be pro-
posed to retrieve the intrinsic parameters of these models.

1.1 RelatedWork

Unfocused plenoptic camera calibration: In the unfocused
configuration, the main lens is focused at the MLA plane
and the sensor plane is placed at the MLA focal plane. The
MLA is therefore focused at infinity, thus calling this config-
uration unfocused. The calibration of such plenoptic cameras
(Nget al. 2005) has beenwidely studied in the literature.Most
approaches rely on a thin-lens model for the main lens and an
array of pinholes for themicro-lenses.Dansereau et al. (2013)
introduced a model to decode the pixels into rays, draw-
ing inspiration from Grossberg et al. (2005), for the Lytro
plenoptic camera (Ng et al. 2005). Their model is not directly
associated with physical parameters and is based on corner
detection in reconstructed sub-aperture images (SAIs). Zhou

et al. (2019) proposed a practical two-step calibrationmethod
for unfocused plenoptic cameras. Their model describes the
camera physical parameters but still requires feature points
extracted in reconstructed SAIs. Yunsu et al. (2014) for-
mulated a geometric projection model to estimate intrinsic
and extrinsic parameters by utilizing raw images directly
to avoid errors from reconstruction steps. Their method
includes analytical solution and non-linear optimization of
the reprojection error of a novel line feature to overcome the
difficulties in finding checkerboard corners. Shi et al. (2016)
proposed a detailed model of a plenoptic camera in the con-
text of particle image velocimetry (PIV). Based on linear
optics, they derived a model based on ray-tracing: contrarily
to previous methods, they modeled the main lens and each
micro-lens as thin-lenses. Hahne et al. (2018) developed a
ray model by ray-tracing from the sensor side to the object
space. They consider only the chief ray, connecting micro-
mage centers (MICs) to the exit pupil center. O’Brien et al.
(2018) introduced a projection model used for their calibra-
tion method suited both for unfocused and focused plenoptic
cameras. They present a new feature called plenoptic disc,
similar in nature to the circle of confusion (CoC) and defined
by its center and its radius. Their feature parametrization is
in 3D and is in one-to-one correspondence with point posi-
tions in the camera frame, as it is detected in reconstructed
image. Zhao et al. (2020) recently presented a metric calibra-
tion method for unfocused plenoptic camera only also based
on the plenoptic disc but directly from raw image.

In summary, most of the above methods require recon-
structed images (SAIs) to extract features, and limit their
model to the unfocused configuration, i.e., setting the sensor
plane at the micro-lens focal plane. Therefore those mod-
els cannot be directly extended to the focused or multi-focus
plenoptic camera.

Focused plenoptic camera calibration: With the arrival
of commercial focused plenoptic cameras (Lumsdaine and
Georgiev 2009; Perwaß et al. 2012), new calibrationmethods
have been proposed. In this configuration, the micro-lenses
focus on an intermediate image plane. Johannsen et al. (2013)
formulated a general reprojectionmodel in terms of the phys-
ical parameters of a Raytrix camera (Perwaß et al. 2012).
They proposed ametric calibration and distortions correction
using a grid of circular patterns. This work considered a rel-
atively simple model of lens distortion and required careful
initialization of the optimization to converge due to high sen-
sibility to local minima. Heinze et al. (2016) improved the
previous model by considering more sophisticated models
of the main lens distortions. They introduced new parame-
ters including the tilt and shift for the main lens. They are
able to distinguish each micro-lens type, calibrating then
the distance between the MLA and the sensor for each one
but in separated calibration processes. The projection model
and the metric calibration procedure are incorporated in the
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RxLive software of Raytrix GmbH. Strobl and Linge-
nauber (2016) presented a step-wise calibration approach
to overcome the fragility of the initialization which hin-
ders the final optimization. They first determined main lens
parameters, then estimatedMLA parameters. However, their
calibration framework relied on reconstructed total focus
images. Zeller et al. (2014) introduced two new methods
to calibrate a focused plenoptic camera and depth images
obtained from it. In further works (Zeller et al. 2016), they
improved the camera projectionmodel bymodeling themain
lens as a thin lens instead of a pinhole. The calibration process
uses the reconstructed total focus image and virtual depth
map to compute 3D observations.

All previousmethods rely on reconstructed images (SAIs),
which can lead to the introduction of errors in the recon-
struction step as well as in the calibration process. Usually,
computation of reconstructed images requires camera param-
eters and/or depth information to avoid artifacts and recon-
struction error. To overcome this chicken and egg problem,
several calibration methods focus on using only raw plenop-
tic images. Zhang et al. (2016) proposed a calibrationmethod
based directly on observations from raw images. They used
a parallel bi-planar checkerboard to have a depth-scale prior.
They considered a detailed model of the MLA geometry
that accounts for non-planarity of the array. Zhang et al.
(2018) presented a multi-projection-center model based on
the two planes parametrization (Levoy and Hanrahan 1996).
They derived a calibration algorithm based on this model
and projective transformation, suitable for both unfocused
and focused plenoptic cameras. Noury et al. (2017) pre-
sented a more complete geometrical model than the previous
works. This model relates 3D points to their correspond-
ing image projections, working directly with raw images.
They developed a new detector to find checkerboard corners
with sub-pixel accuracy in each micro-image. They intro-
duced a new cost function based on reprojection errors of
both checkerboard corners and micro-lens centers in raw
image space. This enforces projected micro-lens centers to
get closer to their corresponding MICs, and makes their
method robust to wrong parameters initialization especially
concerning those of the MLA. However, their method does
not consider different types of micro-lenses and forces them
to act as pinholes.

Several methods can account for the multi-focus setting.
Bok et al. (2017) extended their previous model (Yunsu et al.
2014) to work with the focused plenoptic camera. They did
not explicitly model the micro-lens focal lengths but intro-
duced two additional intrinsic parameters that account for
the MLA setting. Each setting – one for each type of micro-
lenses –, models a different distance between the MLA and
the sensor. Their method can retrieve different intrinsics by
running the optimization for each type separately. Nousias
et al. (2017) considered the geometric calibration of multi-

focus plenoptic cameras. Their method allows to identify the
micro-lens types and their spatial arrangement. It operates
on checkerboard corners retrieved by a custom micro-image
corner detector. Then, they applied their method on each
type of micro-lens independently to retrieve specific intrin-
sic and extrinsic parameters for each configuration. Latter
researches (Bok et al. 2017; Nousias et al. 2017; Noury et al.
2017) have achieved improved performance through automa-
tion and accurate identification of feature correspondences
in raw images. More recently, Wang et al. (2018) proposed
a geometric calibration method for focused plenoptic cam-
eras based on virtual image points, establishing the mapping
from object points behind the main lens and the MLA to
image points on the sensor. Their method can be extended
to calibrate multi-focus cameras by considering each type of
micro-lenses individually.

In conclusion, most of these methods rely on simplified
models for optic elements: the MLA misalignment is not
considered, and the micro-lenses are modeled as pinholes
thus not modeling their apertures. Some do not consider
distortions of the main lens or restrict themselves to the
focused case. Finally, few have considered the multi-focus
case (Heinze et al. 2016; Bok et al. 2017; Nousias et al. 2017;
Wang et al. 2018) but dealt with it in separate processes, lead-
ing to intrinsic and extrinsic parameters that vary depending
on the type of micro-lens.

1.2 Contributions

We present a new calibration method for plenoptic cameras.
To the best of our knowledge, it is the first to allow to calibrate
the multi-focus plenoptic camera within a single process tak-
ing into account all types of micro-lenses simultaneously. To
exploit all available information, we propose to explicitly
include the defocus blur in a new camera model. Thus, we
introduce a new Blur Aware Plenoptic (BAP) feature defined
in raw image space that enables us to handle the multi-focus
case. We present a new pre-calibration step using BAP fea-
tures fromwhite images to provide a robust initial estimation
of camera parameters. We use our BAP features in a sin-
gle optimization process that retrieves intrinsic and extrinsic
parameters of a multi-focus plenoptic camera directly from
raw plenoptic images of a checkerboard target.

This paper extends our previous work (Labussière et al.
2020). In addition to our former contributions, we present
here an ablation study of the camera parameters and add fur-
ther comparisons with state-of-the-art calibration methods.
A new camera setup has also been tested to validate the gen-
eralization of our method, and a simulation setup is proposed
to evaluate our method on Lytro-like configuration. More-
over, we take advantage of our BAP features to develop a
new relative blur calibration process to link the geometric
blur to the physical blur, i.e., the circle of confusion (CoC)
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Fig. 2 Overview of our proposed method: first, the pre-calibration step
retrieves initial camera parameters from white raw images at different
apertures; then followed by the detection of BAP features that are used
by the camera calibration process and calibration ot the relative blur;

finally, once the camera is calibrated, it can be used, as addressed here,
for profiling the camera, i.e., to characterize the working range of the
camera. Other applications can be considered, such as metric depth
estimation.

Fig. 3 Focused plenoptic camera model in Galilean configuration with the notations used in this paper. Object points are projected by the main
lens behind the MLA into a virtual intermediate space, and then re-imaged by each micro-lens onto the sensor.

to the point-spread function (PSF). This enables us to fully
take advantage of blur in image space. Finally, we propose to
use the blur to profile the plenoptic camera in terms of depth
of field (DoF).

1.3 Paper Organization

An overview of our method is given in Fig. 2. The remainder
of this paper is organized as follows. First, we present the
camera model and how we model blur with our BAP feature
in Sect. 2. Second, we explain in Sect. 3 howwe leverage raw
white images in the proposed pre-calibration step to initialize
camera parameters. Then, we detail the feature detection in
Sect. 4 and the calibrationprocesses inSect. 5, i.e., the camera
calibration and the relative blur calibration. Our experimen-
tal setup is presented in Sect. 6. Finally, our results are given
and discussed in Sect. 7. The notations used in this paper
are shown in Fig. 3. Pixel counterparts of metric values are
denoted in lower-case Greek letters. Bold font denotes vec-
tors and matrices.

2 Camera and Blur Models

2.1 The (Multi-Focus) Plenoptic Camera

We consider the focused plenoptic camera, especially the
multi-focus case as described by Georgiev and Lumsdaine
(2012); Perwaß et al. (2012). The camera is composed of a
main lens andphotosensitive sensorwith amicro-lenses array
(MLA) in between, as illustrated in Fig. 3. The multi-focus
configuration implies that themicro-lenses array consists of I
different types of lenses. The setup corresponds to the multi-
focus system described by Perwaß et al. (2012) with I = 3.
Note that ourmodel canbe applied to the single-focus plenop-
tic camera as well, corresponding then to the case where
I = 1. Finally, the unfocused configuration is a special case
of our model where the micro-lens focal length is equal to
the distance between the MLA and the sensor, i.e., f = d.
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2.1.1 Main Lens

The main lens is modeled as a thin-lens and maps an object
point to a virtual point in an intermediate space called the
virtual space. An object at distance a is then projected at a
distance b given the focal length F according to the thin-lens
equation

1

F
= 1

a
+ 1

b
. (1)

The main lens principal point is expressed as
[
u0 v0

]�
in

image space.Wemodel themain lens as parallel to the sensor
plane. Deviations from this hypothesis will be compensated
for by tangential distortion parameters. Furthermore, we
define our camera reference frame as the main lens frame,
with O being the origin, the z-axis coincidingwith the optical
axis and pointing outside the camera, and the y-axis pointing
downwards. Distances are signed according to the following
convention: F is positive when the lens is convergent; dis-
tances are positive when the point is real, and negative when
virtual.

2.1.2 Distortions

We consider distortions of the main lens. Distortions rep-
resent deviations from the theoretical thin lens projection
model. To correct those errors, we model the radial and tan-
gential components of the lateral distortions using the model
of Brown-Conrady (Brown 1966; Conrady 1919).

Depth distortions have also been studied by Heinze et al.
(2016); Zeller et al. (2016), but Zeller et al. (2017); Noury
(2019) both empirically observed that the effects of depth
distortions, for large focal length and for large object dis-
tance, can be neglected compared to stochastic noise of the
depth estimation process. Therefore, we do not include depth
distortion in our model.

A distorted point p = [
x y z 1

]�
expressed in the main

lens frame after projection (i.e., in the virtual intermediate

space) is thus transformed into pu = φ(p) = [
xu yu z 1

]�

and is computed as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

xu = x
(
1 + Q1ς

2 + Q2ς
4 + Q3ς

6
)

[radial]

+ P1
(
ς2 + 2x2

)
+ 2P2xy [tangential]

yu = y
(
1 + Q1ς

2 + Q2ς
4 + Q3ς

6
)

[radial]

+ P2
(
ς2 + 2y2

)
+ 2P1xy [tangential]

(2)

where ς2 = x2 + y2. The three coefficients for the radial
component are given by {Q1, Q2, Q3}, and the two coeffi-
cients for the tangential by {P1, P2}.

2.1.3 Micro-Lenses Array

We also model the micro-lenses as thin-lenses allowing to
take into account blur in the micro-image. TheMLA consists
then of I different lens types with focal lengths f (i) where
i ∈ [1 . . I ] which are focused on I different planes.

We make the hypothesis that all micro-lenses lie on the
same plane. The MLA is approximately centered around the
optic axis. We define the farthest micro-lens along the (−x)-
axis and the (−y)-axis as the origin of the MLA frame, i.e.,
the center of the upper-left micro-lens. The coordinates axes
are orientated the same way as the ones of the main lens. The
structural organization of the lenses can be an orthogonal
or hexagonal arrangement. The MLA origin is at a distance
D from the main lens and at a distance d from the sensor.
Theoretically, the distances d(k, l) and D(k, l) are different
for eachmicro-lens (k, l) due to theMLA tilt. However, using
the approximation of a constant distance d provides adequate
results thanks to the low order of the MLA rotation angles’
as shown in Sect. 7, while allowing simpler derivation of the
equations.

Furthermore, a detected micro-image center (MIC) usu-
ally does not coincide with the optical center of the con-
sidered micro-lens. We take into account this deviation in
opposition to orthographic projection of MICs which causes
inaccuracy in decoded light field. Therefore, the principal
point ck,l0 of the micro-lens indexed by (k, l) is given by

ck,l0 =
[
uk,l0
v
k,l
0

]

= d

D + d

([
u0
v0

]
− ck,l

)
+ ck,l , (3)

where ck,l is the center of the micro-image (k, l) expressed
in pixel, as illustrated in Fig. 3 .

2.1.4 Micro-Images Array

Finally, each micro-lens produces a micro-image (MI) onto
the sensor. The set of these micro-images has the same struc-
tural organization as the MLA. The data can therefore be
interpreted as an array of micro-images, called by analogy
the micro-images array (MIA). The MIA coordinates are
expressed in image space.Let δi be the pixel distance between
two arbitrary consecutive micro-images centers ck,l . With s
the metric size of a pixel, let Δi = sδi be its metric value,
and Δμ be the metric distance between the two correspond-
ing micro-lens centers Ck,l . From similar triangles, the ratio
λ between them is given by

λ � D

d + D
= Δμ

Δi
⇐⇒ Δμ = λΔi = D

d + D
· Δi . (4)

Wemake the hypothesis thatΔμ is equal to the micro-lens
aperture.
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2.1.5 Camera Configuration

When the camera is in the unfocused configuration, the dis-
tance separating the sensor and theMLA is equal to the focal
length of the micro-lenses, i.e., d = f . Dealing with the
focused plenoptic camera, we usually consider two possi-
ble configurations as presented by Georgiev and Lumsdaine
(2009): 1) Galilean, when objects are projected behind the
image sensor; and 2)Keplerian, when objects are projected in
front of the image sensor. When considering micro-lenses as
thin-lenses, we have to take into account their focal lengths
to configure the camera. In practice, considering an object
projected at distance b by the main lens, four cases are pos-
sible but only two are able to produce an exploitable image,
i.e., with acceptable amount of blur, onto the sensor: b < D
and f < d in Keplerian; and, b > D and f > d in Galilean.
The condition b > D can be achieved both when F > D and
F < D. The mode of operation is then constrained by the
focal length of the micro-lenses, as suggested by Mignard-
Debiseet al. (2017).

We introduce then the definition of the internal configu-
ration according to the micro-lens focal length as

{
f < d�⇒ Keplerian internal configuration,

f > d�⇒ Galilean internal configuration.
(5)

2.2 Modeling BlurWithin the Plenoptic Camera

From optics geometry, the image of a point from a circular
lens not focused on the sensor can be modeled by the circle
of confusion (CoC). Using a camera with a circular aperture,
the blurred image is also circular in shape and is called the
blur circle. From similar triangles and from the thin-lens
equation (eq. 1), the signed blur radius of the image of a
point at a distance a from the lens is expressed as

⎧
⎪⎨

⎪⎩

r = A
d

2

(
1

f
− 1

a
− 1

d

)
[metric]

ρ = r/s [pixel]

(6)

with s being the size of a pixel, and A the aperture of this lens.
In continuous domain, the response of an imaging system to a
not in-focus point, i.e., the blur, can be expressed by the point-
spread function (PSF). Let I (x, y) be the observed blurred
image of an object at a constant distance. The image can be
computed as the convolution of the PSF noted h(x, y), with
the in-focus image, I ∗(x, y), such as

I (x, y) = h* I ∗(x, y) , (7)

where * denotes the convolution operator. If the lens aperture
is circular and the level of blur low, the PSF h(x, y) can be

efficiently modeled by a two-dimensional Gaussian given by

h(x, y) = 1

2πσ 2 exp

(
− x2 + y2

2σ 2

)
, (8)

where the spread parameterσ is proportional to the blur circle
radius ρ. Therefore, we can write

σ ∝ ρ ⇔ σ = κ · ρ (9)

where κ is a camera constant that should be determined by
calibration (Pentland 1987; Subbarao 1989). Note that the
spatially-variant spread parameter σ thus depends on the
object distance a.

The blur radius ρ appears at several levels within the cam-
era projection: in the blur introduced by the thin-lens model
of the micro-lenses and in the formation of the micro-images
while taking a white image. Each micro-lens (k, l) projects
virtual points onto the sensor at a position (u, v), with a blur
radius ρ depending on the distance to the point and themicro-
lens type.

2.3 BAP Features and ProjectionModel

To leverage this blur information, we introduce a new Blur
Aware Plenoptic (BAP) feature characterized by its center

and its radius, noted p = [
u v ρ 1

]�
. The BAP feature are

visualized in Fig. 1. Therefore, our complete plenoptic cam-

era model allows us to link a scene point pw = [
x y z 1

]�
to

our new BAP feature p in homogeneous coordinates through
each micro-lens (k, l) such as

⎡

⎢⎢
⎣

u
v

ρ

1

⎤

⎥⎥
⎦ ∝ P (i, k, l) · Tμ(k, l) · φ (K (F) · Tc · pw) , (10)

where P (i, k, l) is the blur aware plenoptic projectionmatrix
through the micro-lens (k, l) of type i , and computed as

P (i, k, l) = P(k, l) · K
(
f (i)

)

=

⎡

⎢⎢⎢
⎣

d/s 0 uk,l0 0
0 d/s v

k,l
0 0

0 0 Δμ

2s −Δμ

2s d
0 0 −1 0

⎤

⎥⎥⎥
⎦

⎡

⎢⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 −1/ f (i) 1

⎤

⎥⎥
⎦ . (11)

P (k, l) is a matrix that projects the 3D virtual point onto
the sensor and taking into account the blur radius. K ( f ) is
the thin-lens projection matrix for the given focal length. Tc
is the pose of the main lens with respect to the world frame
and Tμ(k, l) is the pose of the micro-lens (k, l) expressed
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in the camera frame. The function φ(·) models the lateral
distortions.

Finally, the projection model from eq. 10 consists of a set
� of (16 + I ) intrinsic parameters to be optimized, includ-
ing: the main lens focal length F , expressed in K (F), and
its five lateral distortion coefficients Q1, Q2, Q3, P1, and
P2, expressed in φ(·); the sensor translations, encoded in
d and (u0, v0) through eq. 3, from P(k, l); the MLA pose,
including its three rotations

(
θx , θy, θz

)
and three transla-

tions
(
tx , ty, D

)
, and the micro-lens pitch Δμ, expressed in

Tμ(k, l); and, the I micro-lens focal lengths f (i), in K( f (i)).

2.4 Profiling the Depth of Field of the Plenoptic
Camera

From calibrated camera parameters, we can compute the
depth of field (DoF) of eachmicro-lens type and the blur pro-
file– the blur radii as function of the object distance –, in order
to profile the plenoptic camera. The analysis can be donewith
respect to the MLA pose, and then extended to object space
by back-projection. A point at a distance a fromMLA is pro-
jected back into object space at a distance a′ according to the
thin-lens equation through the main lens, such as

a′ = (D − a) · F
(D − a) − F

. (12)

Let r0 be the minimal acceptable radius of the CoC. The
smallest diffraction-limited spot resolved by a lens in wave
optics, i.e., the radius of the first null of the Airy disc, is
r∗ = 1.22·ν ·N∗, where ν is the considered light wavelength,
and N∗ = d/A is the working f -number of the lens. The
minimal acceptable radius is themaximumbetween this limit
and half the size of a pixel, such as r0 = max (r∗, s/2). For a
a micro-lens of type (i), the focus plane distance is given by

a(i)
0 =

(
1

f (i)
− 1

d

)−1

= d f (i)

d − f (i)
. (13)

Let A be the micro-lens aperture, we derive then the far a+
and near a− focus planes distances:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

a(i)
+ = d A · a(i)

0

A f (i) − 2r0
(
a(i)
0 − f (i)

) [far]

a(i)
− = d A · a(i)

0

A f (i) + 2r0
(
a(i)
0 − f (i)

) [near].

(14)

The DoF of a micro-lens of type (i) is computed as the dis-
tance between the near and far focus planes, such as

DOF(i) =
∣∣∣a(i)

+
∣∣∣−

∣∣∣a(i)
−
∣∣∣ =

A f (i) · a(i)
0 · 2r0

(
a(i)
0 − f (i)

)

(
A f (i)

)2 − 4r20

(
a(i)
0 − f (i)

)2 .

(15)

Note that to fully exploit the combined extended DoF with-
out gaps, the micro-lenses DoF should either just touch or
slightly overlap (Perwaß et al. 2012. Finally, under this con-
sideration, the total DoF of the plenoptic camera in MLA
space is computed using the micro-lenses DoF as

DOF = max
i

{∣∣∣a(i)
+
∣∣∣
}

− min
i

{∣∣∣a(i)
−
∣∣∣
}
. (16)

We can finally plot the blur profile of the camera, along with
the focal planes and the total DoF as illustrated by the Fig. 10.

3 Pre-calibration Using RawWhite Images

The goal of the pre-calibration step is to provide a strong ini-
tial estimate of the camera parameters. Inspired from depth
from defocus theory (Subbarao and Surya 1994), we lever-
age blur information to estimate our blur radius by varying
the main lens aperture and using the different micro-lenses
focal lengths, in combinationwith parameters from the image
space. This is achieved by using raw white images acquired
with a light diffusermounted on themain objective, and taken
at different apertures. We then show how the blur radii are
linked to camera parameters, thus enabling their initializa-
tion.

3.1 Micro-Images Array Calibration

First, the micro-images array (MIA) is calibrated using raw
white images. We compute the micro-image centers

{
ck,l

}

by the intensity centroid method with sub-pixel accuracy
(Thomason et al. 2014; Noury et al. 2017; Suligaet al. 2018).
The distance between two micro-image centers δi is then
computed as the optimized edge-length of a fitted 2D regular
grid mesh. The optimization is conducted by non-linear min-
imization of the distances between the grid vertices and the
corresponding detected MICs. The pixel translation offset in
image coordinates, (τx , τy), and the rotation around the (−z)-
axis,ϑz , are also determined during the optimization process.

3.2 Deriving theMicro-Image Radius

In white images taken with a light diffuser and a controlled
aperture, each type of micro-lens produces a micro-image
(MI) with a specific size and intensity. This provides a mean
to distinguish between them (Fig. 5). The process of cap-
turing a white image is equivalent for the micro-lenses to
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Fig. 4 Formation of a micro-image with its radius R through a micro-
lens while taking a white image using a light diffuser, at an aperture
A, in Keplerian internal configuration. The point V is the vertex of the
cone passing by the main lens and the considered micro-lens. V ′ is the
image of V by the micro-lens and R is the radius of its blur circle.

imaging a white uniform object of diameter A at a distance
D. The imaging process is schematized inFig. 4.Using optics
geometry, the image of this object, i.e., the resulting MI, cor-
responds to the image of an imaginary point V constructed as
the vertex of the cone passing through the main lens and the
considered micro-lens. Let a be the signed distance of this
point from the MLA plane, expressed from similar triangles
and eq. 4 as

a = −D
Δμ

A − Δμ

= −D

(
A

(
d + D

D
· 1

Δi

)
− 1

)−1

,

(17)

with A being the main lens aperture. Note the minus sign is
added because the vertex is always formed behind the MLA
plane, and thus considered as a virtual object for the micro-
lenses. Geometrically, theMI formed is the blur circle of this
imaginary point V . Therefore, injecting the latter expression
in eq. 6, the metric MI radius R is given by

R = Δμ

2
d

(
1

f
− 1

a
− 1

d

)

=
(

Δi · D
d + D

)
· d
2

·
(
1

f
+
(
A

(
d + D

D
· 1

Δi

)
− 1

)
1

D
− 1

d

)

= A · d

2D
+
(

Δi · D
d + D

)
· d
2

·
(
1

f
− 1

D
− 1

d

)
. (18)

From the above equation, theMI radius R depends linearly on
the aperture of themain lens.However, themain lens aperture
cannot bemeasured directlywhereaswe have access to the f -
number value. Recall that the f -number of an optical system
is the ratio of the system’s focal length F to the aperture, A,
given by N = F/A. Finally, we can express the MI radius

for each micro-lens focal length type i as

Ri

(
N−1

)
= m · N−1 + qi (19)

with

m = dF

2D
and qi = 1

f (i)
·
(

Δi · D
d + D

)
· d
2

− Δi

2
. (20)

We thus relate theMI radius to the plenoptic camera parame-
ters. It is a function of fixed parameters (d, D, F), measured
parameters (Δi = s ·δi ) and variable parameters (N and f (i)

with i ∈ [1 . . I ]).
Let Ω be the set of parameters

{
m, q ′

1, . . . , q
′
I

}
, where q ′

i
is the value obtained by

q ′
i = 1

f (i)
·
(

Δi · D
d + D

)
· d
2

= qi + Δi

2
. (21)

They are used to compute the radius part of the BAP feature
and to initialize the camera parameters.

Micro-image radii estimation:From rawwhite images,we
measure each MI radius � = |R| /s in pixel based on image
moments fitting. We use the second order central moments
of the micro-image to construct a covariance matrix. The
radius � is proportional to the computed standard deviation
σ . Recall that raw moments and centroid are given by

Mi j =
∑

x,y

xi y j I (x, y) and {x̄, ȳ} =
{
M10

M00
,
M01

M00

}
,

and the central moments by

μpq =
∑

x,y

(x − x̄)p(y − ȳ)q I (x, y) . (22)

The covariance matrix is then computed as

cov [I (x, y)] = 1

μ00

[
μ20 μ11

μ11 μ02

]
=
[
σxx σxy
σyx σyy

]
. (23)

We define σ as the square root of the greatest eigenvalue of
the covariance matrix, i.e.,

σ 2 = σxx + σyy

2
+
√
4σ 2

xy + (
σxx − σyy

)2

2
. (24)

The estimation is robust to noise, works under asymmetrical
distribution and is easy to use, but requires a parameter α

to convert the standard deviation σ into a pixel radius � =
α · σ . The parameter α is determined so that at least 98%
of the distribution is taken into account. According to the
standard normal distribution Z -score table, α is picked up in
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N
 =

 5
.6

6
N

 =
 8

N
 =

 1
1.

31

(a) (b)

Fig. 5 a Micro-image radii as function of the inverse f -number (in
magenta), with their distributions represented by the violin-boxes, for
our camera consisting of I = 3 different types. b Each type of micro-

lens is identified by its color (type (1) in red, type (2) in green, and type
(3) in blue) with its computed radius.

[2.33, 2.37]. In our experiments, we set α = 2.357 as it best
fits our measurements.

Recall that the pixel MI radius is given by � = |R| /s.
The metric radius is either positive if formed after the rays
inversion, as in Fig. 4, or negative if before, and thus depends
on the internal configuration such as

R =
{

� · s [Keplerian internal configuration],

−� · s [Galilean internal configuration].
(25)

Coefficients estimation: Given several raw white images
taken at different apertures, we estimate the parameters Ω ,
i.e., the coefficients of eq. 19, for each type of micro-image.
Note that the standard full-stop f -number conventionally
indicated on the lens differs from the real f -number. We use
then the f -number calculated from the aperture value AV by
N = √

2AV. The coefficient m is a function of fixed phys-
ical parameters independent of the micro-lens focal lengths
and the main lens aperture. Therefore, we obtain a set of
linear equations, sharing the same slope, but with different

y-intercepts. With X = [
m q1 . . . qI

]�
, the set of equations

can be linearly rewritten as

AX = B, and then X =
(
A�A

)−1
A�B

where the matrix A, containing the f -numbers and a selector
of the corresponding y-intercept coefficient, and the vector
B, containing the radii measurements, are constructed by
arranging the terms given the focal length at which they have
been calculated. Finally, we compute X with a least-square
estimation. Figure 5 shows an example of radii distributions
from our experiments computed from white images taken
at several f -numbers, and the estimated linear functions. In
practice, at least two aperture configurations are required.
More can be used to improve the estimation but at the condi-

tion that radii measurement distributions are distinguishable
from each others, with small overlap.

3.3 Camera Parameters Initialization

First, the pixel size s is set according to the manufacturer
values. The main lens focal length F is also initialized from
them. Given the parameters Ω and the focus distance h, the
parameters d and D are initialized as

d ←− 2mH

F + ξ · 4m and D ←− H − ξ · 2d, (26)

with ξ = 1 (resp., ξ = −1) in Galilean (resp., Keplerian)
internal configuration, and where H is given by Eq. (17) of
(Perwaß et al. 2012),

H =
∣∣
∣∣∣
h

2

(

1 −
√

1 − 4
F

h

)∣∣
∣∣∣
. (27)

For completeness, note that the unfocused configuration can
be initialized with d ← 2m and D ← F .

In a second step, all distortions coefficients are set to zero.
The principal point is set as the center of the image. The sen-
sor plane is thus set parallel to the main lens plane, with no
rotation, at a distance− (D + d). Seemingly, theMLA plane
is initially set parallel to themain lens plane at a distance−D.
From the pre-computed MIA parameters, the MLA transla-
tion takes into account the (x, y)-offsets

(−sτx ,−sτy
)
and

the rotation around the z-axis is initialized with −ϑz . The
micro-lenses pitch Δμ is set according to eq. 4, where the
ratio λ is computed using eq. 26 such as

λ ←− F

F + 2m
. (28)
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Finally, the initial micro-lenses’ focal lengths are also com-
puted from the parameters Ω as follows

f (i) ←− d

2 · q ′
i

· Δμ. (29)

Experiments will show that the initial model is close to the
optimized model.

4 BAP Features Detection in Raw Images

At this point, theMIA is calibrated andmicro-images centers
are extracted. The raw images are devignetted by dividing
them by a white raw image taken with the same aperture. We
based our method on a checkerboard calibration pattern. The
detection process is divided into two steps: 1) checkerboard
images are processed to extract corners at position (u, v);
and 2) with the set of parameters Ω and the associated vir-
tual depth estimate for each corner, the corresponding BAP
feature is computed in image space.

4.1 Computing Blur Radius ThroughMicro-Lens

To respect the f -number matching principle (Perwaß et al.
2012), we configure the main lens f -number such that the
micro-images fully tile the sensor without overlap. In this
configuration the working f -number of the main imaging
system and the micro-lens imaging system should match.
We consider the general case of measuring an object p at a
distance a from the main lens. First, p is projected through
the main lens according to the thin lens equation, 1/F =
1/a + 1/b, resulting in a point p′ at a distance b behind the
main lens, i.e., at a distance a′ = D−b from theMLA. From
eq. 6, the metric radius of the blur circle r of a point p′ at
distance a′ through a micro-lens of type (i) is expressed as

r =
(

Δi D

d + D

)
· d
2

·
(

1

f (i)
− 1

a′ − 1

d

)

= Δi · D
d + D

· d
2

· 1

f (i)
︸ ︷︷ ︸

=q ′
i [eq.21]

− Δi · D
d + D

· d
2

· 1
d︸ ︷︷ ︸

=Δμ/2[eq.4]

− Δi · D
d + D︸ ︷︷ ︸

=Δμ[eq.4]

·d
2

· 1

a′

=
(

−Δμ · d
2

)
· 1

a′ +
(
q ′
i − Δμ

2

)
. (30)

In practice, a′ and d cannot be measured in raw image space,
but the virtual depth can, as it will be shown in the next sub-
section. Virtual depth refers to relative depth value obtained
from disparity. It is defined as the ratio between the signed
object distance a′ and the sensor distance d:

υ = −a′

d
. (31)

The sign convention is reversed for virtual depth computa-
tion. Distances are negative in front of the MLA plane. If
we re-inject the virtual depth in eq. 30, taking caution of the
sign, and using eq. 4, we can derive the radius of the blur
circle of a point p′ at a distance a′ from the MLA by

r = λΔi

2
· υ−1 +

(
q ′
i − λΔi

2

)
. (32)

This equation allows to express the pixel radius of the blur
circle ρ = r/s associated to each point having a virtual
depth without explicitly evaluating the physical parameters
A, D, d, F and f (i) of the camera, directly in image space.

4.2 Features Extraction

First, we detect corners in raw images using the detector
introduced by Noury et al. (2017) with sub-pixel accuracy
in each micro-image. With a plenoptic camera, contrarily to
a classic camera, a same point in object space is projected
into multiple observations onto the sensor. The checkerboard
is designed and positioned so that the sets of observations
are sufficiently far from each others to be clustered. We use
the DBSCAN algorithm (Ester et al. 1996) to identify the
clusters. We then associate each point with its cluster of
observations.

Secondly, once each cluster is identified, we compute the
virtual depth υ from the disparity. Let ΔC1−2 be the dis-
tance between the centers of themicro-lenses C1 and C2, i.e.,
the baseline. Let Δp = | p1 − p2| be the Euclidean distance
between images of the same point in corresponding micro-
images. The virtual depth υ is calculated with the intercept
theorem:

υ = ΔC1−2

ΔC1−2 − Δp
= η · Δμ

η · Δμ − Δp
= η · λΔi

η · λΔi − Δp
. (33)

Ifwe consider two adjacentmicro-lenses, the baselineΔC1−2

is just the diameter of a micro-lens, i.e., Δμ = λΔi and η =
1. For further apart micro-lenses the baseline is a multiple
of that diameter, where η is not necessarily an integer. To
handle noise in corner detection, we use a median estimator
to compute the virtual depth of the cluster, taking into account
all combinations of point pairs in the disparity estimation.

Finally, we compute the BAP features from eq. 32, using
the set of parameters Ω and the available virtual depth υ. In
each frame n, for each micro-image (k, l) of type (i) con-
taining a corner at position (u, v) in the image, the feature
pnk,l is given by

pnk,l = [
u v ρ 1

]�
, with ρ = r/s. (34)
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In the end, our observations are composed of a set of micro-

images centers
{
ck,l

}
and a set of BAP features

{
pnk,l

}

allowing us to introduce two reprojection error functions cor-
responding to each set of features as explains in the next
section.

5 Camera and Relative Blur Calibration

To retrieve the parameters of our camera model (eq. 10), we
use a calibration process based on non-linearminimization of
reprojection errors. The camera calibration process is divided
into three phases: 1) the initial intrinsics are provided by the
pre-calibration step; 2) the initial extrinsics are estimated
from the raw checkerboard images; and 3) the parameters
are refinedwith a non-linear optimization leveraging our new
BAP features. In parallel, using our BAP features, the blur
proportionality coefficient of eq. 9 is calibrated, by mini-
mizing the relative blur in a new reprojection error with a
non-linear optimization.

5.1 Camera Model Initialization

Iterative optimization of non-linear cost functions are sen-
sitive to initial parameters setting. To ensure convergence
and to avoid falling into local minima during the process, the
parameters must be carefully initialized close to the solution.
Our pre-calibration step provides a strong initial solution
for the optimization. Intrinsic parameters are initialized as
explained in Sect. 3.3 using only raw white images.

The camera poses
{
Tn
c

}
, i.e., the extrinsic parameters, are

initialized using the same method as by (Noury et al. 2017).
For each cluster of observations, the barycenter is computed,
as illustrated by Fig. 6. Those barycenters can been seen as
the projections of the checkerboard corners through the main
lens using a standard pinholemodel. For each frame, the pose
is then estimated using the PnP algorithm (Kneip et al. 2011),
like in classic pinhole imaging system. To associate 3D-2D
correspondences, we reproject checkerboard corners based
on the estimated pose in image space and link them to their
nearest cluster of observations.

Fig. 6 Checkerboard raw imagewith: a clusters of observations; b their
barycenter used as approximation for extrinsics initialization.

5.2 Optimizing the Camera Parameters

By introducing blur in ourmodel, we can optimize all param-
eters within one single optimization process. We propose a
new cost function Θ taking into account the blur informa-
tion of our new BAP feature. The cost is composed of two
main terms both expressing errors in the image space: 1) the
blur aware plenoptic reprojection error and 2) the main lens
center reprojection error.

In the first term, for each frame n, each checkerboard
corner pnw is reprojected into the image space through each
micro-lens (k, l) of type (i) according to the projectionmodel
of eq. 10 and compared to its observations pnk,l . In the sec-
ond term, the main lens center O is reprojected according to
a pinhole model in the image space through each micro-lens
(k, l) and compared to its detected micro-image center ck,l .
Let S = {

�,
{
Tn
c

}}
be the set of intrinsic � and extrinsic{

Tn
c

}
parameters to be optimized. The cost function Θ(S) is

expressed as

Θ(S) =
∑∥∥ pnk,l − �k,l

(
pnw
)∥∥2+

∑∥∥ck,l − �k,l(O)
∥∥2 .

(35)

Theoptimization is conductedusing theLevenberg-Marquardt
algorithm.

5.3 Relative Blur Calibration Using BAP Features

Relative blur estimation has been studied by Ens and
Lawrence (1993); Mannan and Langer (2016). Up to our
knowledge, it has never been studied in context of plenop-
tic camera. As a new contribution, we leverage the relative
blur between different micro-images and our BAP features
to calibrate the blur proportionality coefficient κ of eq. 9.

Relative blur model: A point imaged by two different
micro-lenses of type (i) and ( j) will have different blur
amount, i.e., the resulting images will have different spread
parameters for the PSF model, such as

{
I(i)(x, y) = h(i) * I ∗(x, y)
I( j)(x, y) = h( j) * I ∗(x, y) ,

(36)

where I ∗(x, y) is the latent in-focus image. We approximate
the PSF with a 2D Gaussian as in eq. 8, where the diame-
ter of the blur kernel h(i) is σ(i). To compare two views with
different amount of blur,weuse the relative blurmodel in spa-
tial domain (Pentland 1987; Subbarao 1988; Subbarao and
Surya 1994; Ens and Lawrence 1993). As stated by Mannan
and Langer (2016), the Gaussian relative blur approxima-
tion works well mainly for small relative blurs (up to ρ ≈ 5
pixels) and when the aperture has a simple shape, which is
the case with the plenoptic camera. We then use the equally-
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defocused representation by applying additional blur to the
relatively in-focus micro-image, hence,

{
I(i)(x, y) � hr * I( j)(x, y) if σ(i) ≥ σ( j)

hr * I(i)(x, y) � I( j)(x, y) if σ(i) ≤ σ( j).
(37)

Note that hr is the relative blur kernel applied to either one
of the views such that both views are equally-defocused. The
diameter of the relative blur kernel hr is approximated as

σr (i, j) �
√

|σ 2
(i) − σ 2

( j)|. (38)

This approximation is exact when the PSF is a Gaussian.
Since the radius of the relative blur kernel σr cannot indicate
whether the (i) or the ( j) view ismore in-focus than the other,
we define the relative blur similarly to Chen et al. (2015), as

Δσ 2(i, j) � σ 2
(i) − σ 2

( j), (39)

where Δσ 2(i, j) > 0 indicates that a pixel in the ( j)-micro-
image ismore in-focus than its corresponding pixel in the (i)-
micro-image. Symmetrically, Δσ 2(i, j) < 0 indicates that
the (i)-micro-image is more in-focus. In a similar fashion,
we define the relative blur radius as

ρr (i, j) �
√∣∣Δρ2(i, j)

∣∣ =
√

|ρ2
(i) − ρ2

( j)| (40)

with σr = κ ·ρr , and where ρ(i), ρ( j) are the blur radii of the
BAP features through a micro-lens of type (i) and ( j).

Blur proportionality coefficient calibration: To calibrate
κ , we use our BAP features and the relative blur model
applied on micro-images of different types. BAP features
{ pi } from a same cluster C represent the same point in object
space pw. We extract two windows W around the BAP fea-
tures pi , p j ∈ C ( pw) of different types, and express them
using the equally-defocused representation (eq. 37). As the
relative blur radius does not exceed 2.5pix, windows W of
size 9×9 are extracted at (u, v)with sub-pixel precision, and
represent therefore the same part of the scene in both micro-
images. Additional blur is applied using a Gaussian kernel
of spread parameter σr . The spread parameter is computed
from the ρ part of the BAP features and the parameter κ to
be optimized, with initial value κ = 1. Let Θ(κ) be the cost
function to be minimized. It is expressed as

Θ(κ) =
∑

n

∑

pni , p
n
j∈C( pnw)

∥∥∥W
(
pnj
)

− hr *W
(
pni
)∥∥∥

2

2
, (41)

given
∣∣ρ(i)

∣∣ <
∣∣ρ( j)

∣∣ and where hr is the PSF with spread

parameter σr = κ ·
√

|ρ2
(i) − ρ2

( j)|. The optimization is con-

ducted using the Levenberg-Marquardt algorithm.

Table 1 Summary of R12-A,B,C,D, and UPC-S datasets contents

h Target Calib. dist. Eval. dist.

Size Scale Min Max Min Max Step

A 450 9 × 5 10 175 400 265 385 10

B 1000 8 × 5 20 400 775 450 900 50

C ∞ 6 × 4 30 500 2500 400 1250 50

D 1500 5 × 3 20 850 1300 750 1200 50

S hyperf. 9 × 6 26.25 250 800 200 500 50

All distances are given in mm. Scale refers to checkerboard square size.
Evaluation distances refer to the linear motion table setup

6 Experimental Setup

To validate our camera model, we evaluate our method on
real-world data obtained with a multi-focus plenoptic cam-
era in a controlled environment. Our experimental setup is
illustrated inFig. 1. The camera ismounted on a linearmotion
table with micro-metric precision. The target plane is orthog-
onal to the translation axis, and the camera optical axis is
aligned with this axis. The approximate absolute distances
at which the images have been taken with the corresponding
step lengths are reported in Table 1.

6.1 Hardware Environment

For our experiments we used a Raytrix R12 color 3D-
light-field-camera,with aMLAofF/2.4 aperture. The camera
is in Galilean internal configuration. We used two different
mounted lens, a Nikon AF Nikkor F/1.8D with a 50
mm focal length for comparison with state-of-the-art, and
a Nikon AF DC-Nikkor F/2D with a 135 mm focal
length to validate the generalization of our model. The MLA
organization is hexagonal row-aligned, and composed of
176× 152 (width × height) micro-lenses with I = 3 differ-
ent types. The sensor is a Basler beA4000-62KC with
a pixel size of s = 0.0055 mm. The raw image resolution is
4080 × 3068 pixel. We calibrate our camera for four focus
distance configurations, with h ∈ {450, 1000,∞} mm for
the 50 mm lens, and with h = 1500 mm for the 135 mm
lens. Note that when changing the focus setting, the main
lens moves with respect to the block MLA-sensor.

6.2 Software Environment

All images havebeen acquiredusing theMultiCamStudio
free software (v6.15.1.3573) of the Euresys company. We
set the shutter speed to 5 ms. While taking white images
for the pre-calibration step, we set the gain to its maximum
value. For Raytrix data, we use their proprietary software
RxLive (v4.0.50.2) to calibrate the camera, and compute
the depth maps used in the evaluation. Our source code has
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been made publicly available: https://github.com/comsee-
research/libpleno, and https://github.com/comsee-research/
compote.

6.3 Datasets

We build four datasets with different focus distance h: for the
50 mm lens, R12-A for h = 450 mm, R12-B for h = 1000
mm, and R12-C for h = ∞; for the 135 mm lens, R12-D
for h = 1500 mm. Each dataset is composed of:

– white raw plenoptic images acquired at different aper-
tures (N ∈ {4, 5.66, 8, 11.31, 16}) using a light diffuser
mounted on the main objective for pre-calibration,

– free-hand calibration target images acquired at various
poses (in distance and orientation), separated into two
subsets, one for the calibration process (16 images) and
the other for reprojection error evaluation (15 images),

– a white raw plenoptic image acquired in the same lumi-
nosity condition and with the same aperture as in the
calibration targets acquisition for devignetting,

– and, calibration targets acquired with a controlled trans-
lation motion for quantitative evaluation, along with the
depth maps computed by the RxLive software.

Examples of calibration targets acquired for the R12-B
dataset are given in Fig. 7 along with their 3D poses. A
summary for each dataset is given in Table 1, indicating
checkerboard information and the distances at which the tar-
gets have been acquired for calibration and for the controlled
evaluation. Our datasets have been made publicly available,

and can be downloaded from our public repository at https://
github.com/comsee-research/plenoptic-datasets.

6.4 Simulation Environment

In order to validate our model on Lytro-like plenoptic cam-
era configuration, i.e., unfocused plenoptic camera (UPC),
we propose to evaluate our model in a simulation environ-
ment. We built our own simulator based on raytracing to
generate images. Similar to the real-world dataset, we gen-
erated a dataset, named UPC-S, composed of several white
images taken at different apertures (with N ∈ {2, 4, 5.6}),
various checkerboard poses for calibration and validation,
and for evaluation, checkerboard images with known trans-
lation along the z-axis. Details are also given in Table 1.
We used the Lytro Illum intrinsic parameters reported
in Table 4 of Bok et al. (2017) as baseline for the simu-
lation. They have been converted into our parameters and
reported in Table 3. The MLA organization is hexagonal
row-aligned, and composed of 541 × 434 (width × height)
micro-lenses of the same type (I = 1). The raw image reso-
lution is 7728 × 5368 pixel, with a pixel size of s = 0.0014
mm and with micro-image of radius 7.172 pixel.

7 Results and Discussions

Our evaluation process follows the steps given in the
overview (Fig. 2). First,wepresent the pre-calibration results,
where white raw plenoptic images are used for comput-
ing micro-image centers, and for estimating initial camera

Fig. 7 Example of calibration targets acquired for distances between 775 and 400 mm from the checkerboard used in the dataset R12-B, and their
respective poses in 3D.
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Table 2 Set of parameters Ω (in [μm]) computed during the pre-
calibration step for each dataset, along with the calibrated relative blur
proportionality coefficient.

R12-A R12-B R12-C R12-D

Δi 128.222 128.293 128.333 127.851

λ 0.99441 0.99358 0.99380 0.99746

m −140.596 −159.562 −155.975 −171.288

q ′
1 35.135 36.489 35.443 38.599

q ′
2 40.268 42.075 41.278 43.129

q ′
3 36.822 38.807 37.858 40.788

κ 0.6988 0.6989 0.6531 0.8824

parameters. Second, from the set of devignetted calibration
target images, BAP features are extracted, and camera intrin-
sic and extrinsic parameters are then computed using our
non-linear optimization process. In parallel, the same BAP
features are also used to calibrate the relative blur proportion-
ality coefficient. Third, we evaluate our model quantitatively,
firstly, using the reprojection error as a metric, and secondly,
using the relative translation error in a controlled environ-
ment. Then, we propose an ablation study of the camera
parameters. Finally, we illustrate how to characterize the
plenoptic camera extended DoF using the blur profile.

7.1 Pre-calibration

To estimate the parameters Ω , we set α = 2.357, and since
the camera is in Galilean internal configuration, we use
R = −� · s, following eq. 25. Fig. 5 shows the micro-
image radii as function of the inverse f -number with the
estimated lines for dataset R12-B. Their distributions are
represented by the violin-boxes. For N = 5.66, we can
see that radii distributions overlap, and that radii values are
slightly overestimated as they do not fit exactly the borders of
the micro-images. In practice, we only use white images that
present distinguishable radii distributions in the estimation
process, usually corresponding to small apertures. In case
of R12-B, only white images at N = 11.31 and N = 8
are used. The corresponding coefficients for all datasets are
summarized in Table 2. As expected, the parameter m is dif-
ferent for each dataset, since D and Δi vary with the focus
distance h, whereas the q ′

i values are close for all datasets,
even for different camera setup (R12-D).

7.2 Free-Hand Camera Calibration

Comparison with state-of-the-art: Since our model is close
to the one of Noury et al. (2017), we compare our intrin-
sics with the ones obtained under their pinhole assumption
using only corner reprojection error and with the same initial

parameters. In addition, we evaluate against the method of
Nousias et al. (2017), which provides a set of intrinsics and
extrinsics for each micro-lens type. The equivalence of our
parameters and their parameters is given by

F = ( fx + fy)

2
· s, D = −F ·

(
K1

K2
· F + 1

)−1

,

d(i) = D − K2D

D + K2
, u0 = cx and v0 = cy,

(42)

where K1 and K2 are the two additional intrinsic parameters
that account for the MLA setting in their model. The equiv-
alence also stands for the parameters of Bok et al. (2017).
The provided detector from Nousias et al. (2017) was not
able to detect corner observations on our datasets. There-
fore, we used the same observations for our method (noted
BAP in Table 3), Noury et al. (2017) method (NOUR), and
Nousias et al. (2017) method for each type (NOUS1, NOUS2,
and NOUS3), which allowed us to focus the comparison on
the camera model only. Finally, we provide the calibration
parameters obtained from the RxLive software (RTRX) cor-
responding to themodel of Heinze et al. (2016), and compare
our depth measurements to their depth maps.

Initialization: We initialize λ from eq. 28. Its value for
each dataset is reported in Table 2. The difference between
the initial value of λ and its value computed from optimized
camera parameter is less than 0.024%, which validates the
use of the initial value from eq. 28 when computing our BAP
features. The initial camera parameters reported in Table 3
are computed using the methodology presented in Sect. 3.3.
They are used for the BAP and NOUR methods. The camera
internal configuration is set to Galilean. When h decreases,
D increases. Yet when the main lens focus distance is at
infinity, the main lens should focus on the plane υ = 2,
which implies that D tends to F − 2d as lower bound, as H
tends to F . In most cases (here, for R12-A,B,D), we will
still have F < D, which usually can describe the camera in
Keplerian configuration. In Keplerian internal configuration,
the condition F < D stands regardless of the focus distance,
as D lower bound is F + 2d.

When using the linear initialization from NOUS, the initial
parameters of some configurations corresponded to impossi-
ble physical setup orwere too far from the solution, hindering
the convergence of the optimization. Therefore, in order to
continue comparison, we manually set the initial parameters
close enough to a solution. In contrast, we can see that the
optimized parameters for BAP and NOUR are close to initial
values, which shows that our pre-calibration step provides a
strong initial solution for the optimization process.

Intrinsic camera parameters: Optimized intrinsic param-
eters are reported for each dataset and for all the evaluated
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methods in Table 3. First, BAP, NOUR and NOUS all verify
the condition F ≈ D + 2d when the focus is set at infinity
(R12-C). Second, the focal lengths obtained from NOUR,
NOUS and RTRX change significantly given the focus dis-
tance, and the ones obtained from NOUS even vary according
to the micro-lens types. In contrast, only BAP shows stable
parameters across all three R12-A,B,C datasets. Shared
parameters across datasets (i.e., the focal lengths and the dis-
tance between the MLA and the sensor) are close enough to
indicate that our model successfully generalizes to different
focus configurations. Furthermore, the parameters obtained
by our method with an other main lens, i.e., R12-D, are
coherent with the previously obtained parameters, stress-
ing out that our model can be applied to a different camera
setting. Finally, our method is the only one providing the
micro-lenses focal lengths in a single unified model. The
other methods calibrate either several MLA-sensor distances
(RTRX), or several models, one for each type (NOUS).

Note that distortion coefficients and MLA rotations are
close to zero. The influence of these parameters will be ana-
lyzed in the proposed ablation study of the camera model in
Sect. 7.4.

On simulated data: First, pre-calibration has been per-
formed using the white raw images. The resulting parameters
Ω are coherentwith the simulation parameters.With parame-
ters m = −23.639μm and q = −0.146μm, we have d ≈ f ,
which describes the unfocused configuration. Reference and
initial intrinsic parameters are reported in Table 3, along with
the optimized parameters. Second, calibration has been per-
formed. The obtained intrinsic parameters are close enough
to the references parameters, indicating that our method is
able to generalize to the unfocused plenoptic camera.

For completeness, we also quantitatively evaluated the
optimized parameters, by estimating the relative displace-
ment between checkerboard with known motion along the
z-axis. It results a translation error εz = 1.64%, which vali-
dates the model.

7.3 Quantitative Evaluations of the Camera Model

Reprojection error: In the absence of ground truth, we first
evaluated the intrinsic parameters by estimating the repro-
jection error using the previously computed intrinsics. We
consider only free-hand calibration target images which are
not used in the calibration process. We use the RMSE as a
metric to evaluate the reprojection error on the corner part
of the features, for each dataset. For the BAP method, the
corner reprojection part is reported in Table 4, as well as the
radius reprojection part within parentheses. Regarding the
NOUSmethods, the original error is expressed using themean
reprojection error (MRE). We converted the final error to the
RMSE metric for comparison. Note that the latter method
operates separately on each type of micro-lens, meaning that

Table 4 Corner reprojection error for each evaluation dataset (i.e., free-
hand calibration target images not part of the calibration dataset) using
the RMSE metric

BAP NOUR NOUS1 NOUS2 NOUS3

R12-A 0.856 (0.083) 0.713 0.773 0.667 0.958

R12-B 0.674 (0.183) 0.618 0.538 0.519 0.593

R12-C 0.738(0.041) 0.713 1.287 0.681 0.411

Bold values indicate the lowest errors
For the BAP method, reprojection error of the radius part is indicated
within parentheses

the number of features is not the same as with NOUR and
BAP. First, the reprojection error is less than 1 pixel for all
methods, for each dataset, demonstrating that the computed
intrinsics lead to an accurate reprojection model and can be
generalized to images which are not from the calibration set.
Second, even though the NOUS method provides the lowest
RMSE, it shows a significant discrepancy according to the
considered type. The error obtained by our method is sightly
higher than the error from NOUR, but this can be explained
by the fact that our optimization does not aim at minimizing
only the corner reprojection error, but the radius reprojection
as well. Note that the positional error εu,v predominates in
the total cost by two orders of magnitude compared to the
blur radius error ερ , but the latter still helps to constrain our
model as shown by the relatively close intrinsics between the
datasets.

Controlled environment poses evaluation:With our exper-
imental setup, we acquired several images with known
relative translation between each frame. We compare the
estimated displacements along the z-axis from the extrinsic
parameters to the ground truth. The extrinsics are computed
with the models estimated from the free-hand calibration. In
the case of the RTRXmethod, we use the filtered depth maps
obtained with the proprietary software RxLive to estimate
the displacements.

The translation errors along the z-axis with respect to the
ground truth displacement from the closest frameare reported
in Fig. 8 for datasets R12-A (a), R12-B (b) and R12-C (c).
The relative error εz for a known displacement δz is com-
puted as the mean absolute relative difference between the
estimated displacement δ̂z and the ground truth, for each pair
of frames

(
Ti , Tj

)
separated by a distance δz , i.e.,

εz(δz) = η−1
∑

(Ti ,Tj)|zi−z j=δz

∣∣
∣δz − δ̂z

∣∣
∣/δz, (43)

where δ̂z = ẑi − ẑ j , and η is a normalization constant corre-
sponding to the number of frames pair.
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(a) (b)

(c) (d)

Fig. 8 Translation error along the z-axiswith respect to the ground truth
displacement from the closest frame, for datasetsR12-A (a),R12-B (b)
and R12-C (c). The error εz is expressed in percentage of the estimated
distances, and truncated to 7% to ease the readability and the compari-
son. The mean error with its confidence interval across all datasets for

our method (BAP), (Noury et al. 2017 )method (NOUR), (Nousias et al.
2017) method for each type (NOUS1, NOUS2, NOUS3), and for the
proprietary software RxLive (RTRX) are reported in (d). Please refer
to the color version for better visualization.

The mean error with its standard deviation across all
datasets for BAP, NOUR, NOUS, and RTRX are reported in
(d).

Firstly, the mean error across R12-A,B,C datasets are
of the same order for the evaluated methods around 3%: for
BAP, εz = 2.92±0.73%; for NOUR, εz = 3.50±3.08%; for
NOUS1, εz = 1.68±1.53%; for NOUS2, εz = 3.40±2.19%;
for NOUS3, εz = 3.30 ± 3.35%; and, for RTRX, εz =
4.96 ± 4.44%. This is also the case for the dataset R12-D
where our model has a mean translation error of εz = 3.37%.
Note that all evaluated methods outperform RTRX as the
depth maps computation might not be as precise as the opti-
mization of extrinsic parameters. Our method ranks second
in terms of relative mean error. Even though lowest error is
obtained by the method NOUS for type (1), it presents a large
standard deviation and the errors for the other two types are
significantly higher. In real application context, there is no
way to know in advance which type will produce the small-
est error. Nousias et al. (2017) suggest that when extrinsics
are sufficiently close, we can use representative extrinsics
that are calculated by averaging the extrinsics from the indi-
vidual types. Our results do not match this observation as
the estimated extrinsics are significantly different for each
type. As shown, only the first type gives satisfactory results

whereas the other two present a larger error with a signif-
icant standard deviation. Averaging the extrinsics from all
types will therefore minimize the difference between poses
but will not provide the best possible estimation.

Secondly, the standard deviation can be seen as an indica-
tor of the estimation precision across the datasets, and thus
indicates whether the model can generalize to several con-
figurations or not. Our model presents the lowest standard
deviation as illustrated in Fig. 8 (d). This indicates a low dis-
crepancy between datasets and thus that the model is precise
and consistent for all configurations.

Thirdly, we analyze the behavior of each method for
each dataset across different distances. None of the meth-
ods suffered from a constant bias, as we do not observe a
decreasing relative error as the distance increases. BAP and
NOUR present a stable relative error for all distances, i.e.,
with approximately 0.3 % of standard deviation. This indi-
cates that the estimation suffered only from a scale error.
One could thus re-scale the poses to provide a precise and
accurate estimation. We cannot draw any conclusion for the
other methods since the variations do not follow any obvious
pattern.

Finally, our model differs from the model of Noury et al.
(2017) by modeling the micro-lens focal lengths. Compar-
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Table 5 Ablation study of some
camera parameters. For each
dataset, the reprojection error
εall , computed using the RMSE
along with the relative
translation error εz , expressed in
%, are reported

Tilt Pitch Dist R12-A R12-B R12-C

εall εz εall εz εall εz

1 � � � 0.860 3.23 0.698 3.15 0.739 2.31

2 � � × 0.866 3.34 0.700 3.20 0.737 3.18

3 � × � 0.884 3.88 0.755 3.21 0.770 2.00

4 � × × 0.891 3.98 0.752 3.24 0.773 3.13

5 × � � 0.865 3.48 0.784 3.15 0.760 2.89

6 × � × 0.864 3.58 0.716 3.16 0.749 3.04

7 × × � - - - - - -

8 × × × - - - - - -

Bold values indicate the lowest errors
The symbol � (resp., ×) indicates if we keep (resp., remove) the considered parameters

ing those two models, the mean error as well as the standard
deviation is smaller with our method. The inclusion of the
micro-lens focal lengths in the camera model improves the
estimation precision and accuracy, and enables to generalize
to several configurations. Dealing with different intrinsics
which produce different extrinsics is not satisfactory when
using the multi-focus plenoptic camera. In contrast, our
model is able to manage all micro-lens types simultaneously,
and proves to be stable across various configurations and
working distances.

7.4 Ablation Study of Camera Parameters

To evaluate the influence of each parameter of the camera
model, we present an ablation study of some of them. We
focus the analysis on distortion coefficients (Q1, Q2, Q3,
P1, and P2), on some degrees of freedom of the MLA, espe-
cially its tilt with respect to the sensor (θx , θy), and the pitch
between micro-lenses (Δμ). All combinations of the param-
eters have been tested, resulting in eight configurations. For
each configuration and on each dataset of R12-A,B,C: first,
we calibrate the camera intrinsic parameters; second, we
evaluate the model using the RMSE of the reprojection error;
and finally, we quantitatively estimate the relative transla-
tion error on the evaluation dataset. Each configuration has
been initialized with the same intrinsic parameters, and used
the same observations for all processes. Results are reported
in Table 5. The first column is the configuration number.
The Tilt column indicates if we keep (�) or remove (×)
the parameters θx and θy . The Pitch column stands for
the parameter Δμ, and the column Dist for the distortion
parameters Q1, Q2, Q3, P1, and P2. The reprojection error
εall is given by its RMSE, and the relative translation error
εz is expressed in percent with respect to the ground truth
displacement.

The configuration 1 is our reference, corresponding to the
complete model. The optimized parameters are close to the

ones from Table 3, i.e., with less than 1% of variation, for all
converging configurations and for all datasets.

First, the distortions do not impact the reprojection error
of the model. Considering the pairs of configurations (1, 2),
(3, 4), and (5, 6), the errors are similar with orwithout distor-
tions, indicating that our camera does not suffer from lateral
distortions. This is due to the relatively large main lens focal
length. Nevertheless, distortions may have a role to play in
case of shorter focal length.

Second, removing the rotations of the MLA does not
improve nor worsen the reprojection error and the pose esti-
mation. When keeping the tilt but freezing the pitch, the
model is able to converge. The tilt, in combination with
other factors (such as a slight decrease of the main lens
focal length), compensates for the error introduced by the
approximate value of the pitch. In contrast, configurations
7 and 8 do not converge to a solution, showing that when
removing both the tilt and the pitch of the MLA, the model
is not constrained enough, and the reprojection error cannot
be minimized, resulting in a failure.

Finally, when freezing the pitch to its initial value, the
positional part of the reprojection error increases. It is espe-
cially the case for datasetR12-A,where the reported errors in
Table 5 are the highest of all configurations. This confirmsour
previous observation that the deviation of the micro-image
centers and their optical centers does not satisfy an ortho-
graphic projection between theMIA and theMLA. The pitch
should be taken into account, on one hand to improve the pre-
cision of the model, and on the other hand not to hinder the
optimization process.

7.5 Relative Blur Calibration

We calibrate the blur proportionality coefficient κ for the
three datasets using our BAP features. Figure 9 presents two
windows extracted around BAP features of different types
from the same cluster, showing different amount of blur. The
target image to be equally-defocused according to our model
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(a) (b) (c) (d)

Fig. 9 aReference imagewith highest amount of blur.bTarget image to
be equally-defocused. c Target image with additional blur. d Estimated
PSF.

is shown before, (b), and after, (c), blur addition. The esti-
mated PSF of the relative blur is given in (d).

The optimized blur proportionality coefficients κ are
reported in Table 3. Theoretically, the parameter should be
the same for all three datasets. Empirically this observation
is validated for R12-A and R12-B. Estimated κ for R12-C
is lower. This is because the micro-lenses focal lengths in
R12-C are slightly shorter than in R12-A and R12-B. Ana-
lytically, this difference generates a higher amount of relative
blur, and thus a shorter estimate of κ to match the observed
blur in image space. In other words, κ compensates for the
slight differences in f (i) estimates. Therefore, κ should be
calibrated for each dataset.

7.6 Profiling the Plenoptic Camera

Using the parameters from our calibration process, we plot
the blur profile of the camera, i.e., the evolution of the blur
radius with respect to depth for each micro-lens type along
with its correspondingDoF. Figure 10 shows the blur profiles
obtained for our three focus distance configurations, with
their DoFs expressed in mm. The blur radius is expressed in
pixel and is given for each type, in red for type (1), in green
for type (2) and in blue for type (3). Distances are given in
object space in mm with their corresponding virtual depth
on a secondary x-axis, spanning from υ = 1 to 15, except
for the configuration h = ∞ where we cropped just after
the farthest focal plane. In MLA space, the profiles have the
same behavior for all focus distances, as it only depends on
the MLA parameters.

First, the horizontal dashed line represents the radius of the
minimal acceptable e circle of confusion r0. In our case, at a
wavelength of 750nm, the radius of the smallest diffraction-
limited spot is r∗ = 2.4μm which is less than half the pixel
size. We then choose r0 = s/2. Despite not illustrated in
the figure, the blur radius grows exponentially when getting
closer to the planeυ = 0.Once this limit is exceeded, the blur
decreases and converges to a constant value of approximately
6 pixel. This happens for more distant objects when points
are projected in front of MLA implying a negative virtual
depth. This is the case for h = 450 and h = 1000 mm, but
not for h = ∞, as the points were never projected closer

Fig. 10 Blur profile, including each micro-lens type, in object space,
at different focus distances: a h = 450 mm; b h = 1000 mm; and c
h = ∞ mm. Focal planes and depth of fields are illustrated for each
type. The blur radius is expressed in pixel as function of the object
distance to the camera in mm. Corresponding virtual depth is reported
on the secondary x-axis.

than υ = 2. In the working distance range, the blur does
not exceed 5 pixel and grows when points are closer to the
camera.

Secondly, we can use the DoF to select the range of work-
ing distances where the blur is not noticeable. The DoF
increases in object space as the focus distance increases. As
reported on the figures: for R12-A, the DoF is of 14.44 mm;
for R12-B of 120 mm; and finally, for R12-C, the total
DoF is of 223 m. In MLA space the total DoF is constant
and spans from υ = 2.15 to 3.45. As expected, the DoF
overlap. In particular, the DoF of the type (3) micro-lens is
entirely included in the other two, whereas the DoF of the
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type (1) and (2) just touch. Within the total DoF, a point can
then be seen focused in two micro-images of different types
simultaneously, which eases the matching problem between
views.

Finally, we can easily identify the distance limits at which
the point will not be in the DoF anymore nor be projected
on multiple micro-images, i.e., corresponding to virtual dis-
tances |υ| < 2. At these distances, disparity cannot be
computed in image space, and no depth estimation can be
performed. Such estimation can also be hindered by the res-
olution in virtual space compared to the resolution in object
space as disparity is inversely proportional to virtual depth.
For instance, for close objects, points will be projected on
more micro-images but with a low disparity. So the profiles
can be used to efficiently characterize the range of distances
according to the desired application. Furthermore, once the
MLA parameters are available, we can simulate an approx-
imate blur profile for the desired focus distance h with the
desired main lens focal length F by updating the value of D
using eq. 26 and eq. 27.

8 Conclusion

To calibrate a plenoptic camera, state-of-the-art methods rely
on simplifying hypotheses, on reconstructed data or require
separate calibration processes to take into account the multi-
focus configuration. Taking advantage of blur information
we propose: 1) a more complete plenoptic camera model
with the introduction of a new BAP feature that explicitly
models the defocus blur; this new feature is exploited in
our calibration process based on non-linear optimization of
reprojection errors; 2) a new relative blur calibration to fill the
gap between the physical and geometric blur, which enables
us to fully exploit blur in image space; and 3) a way to profile
the plenoptic camera and its extended depth of field (DoF).

Our cameramodel is applicable to themulti-focus plenop-
tic camera (both in Galilean and Keplerian configuration), as
well as to the single-focus and unfocused plenoptic camera.
In case of the Raytrix multi-focus camera, our ablation
study shows that main lens distortions and MLA tilt can
be omitted without hindering the calibration process nor
the pose estimation. The study also indicates that explic-
itly including the pitch of the micro-lenses in the model
improves the results. In addition, our calibration methods are
validated by quantitative evaluations in controlled environ-
ment on real-world data. Our method provides strong initial
intrinsics during the pre-calibration step, and coherent opti-
mized camera parameters for all evaluated configurations. It
shows a low and stable relative translation error across all the
datasets.

In the future, we plan to use blur information in comple-
ment to disparity to improve metric depth estimation.
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