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Abstract

This paper analyses the effect of inflation targeting on private domestic
investment in developing countries. Using the propensity scores matching
method, which allows addressing the self-selection bias in the policy adop-
tion, I find that inflation targeting has increased private domestic investment
from 2.05 to 2.53 percentage points in targeting countries compared to non-
targeting countries. The estimated coefficients are economically meaningful
and robust to a battery of econometric tests and alternative specifications.
Finally, I highlight several heterogeneities in the effect of inflation targeting,

depending on various factors.
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1 Introduction

Since its adoption by New Zealand in 1990, the monetary policy framework based on
inflation targeting has been followed by a growing number of developing countries, es-
pecially after the Asian crisis. Today, nearly 40 countries have an inflation target, and
more than half of these are emerging economies. More recently, Moldova (in 2013),
Kazakhstan (in 2015), Russia (in 2015), and Ukraine (in 2017) also joined the grow-
ing group of countries with an inflation target. Many of the economies concerned have
chosen to implement inflation targeting after a crisis or high inflation episodes. It was
particularly the case of Latin American countries during the 1980s, due to the massive
monetization of their fiscal deficits. A monetary policy framework — notably infla-
tion targeting — then appears to be a measure aimed at increasing the stability of the

economic environment and the credibility of monetary policy.

Early studies highlighting the macroeconomic effects of inflation targeting began in
the late 1990s and early 2000s. Most of the studies focusing on developing countries sug-
gest that inflation targeting reduces inflation and its volatility (Neumann and Von Hagen,
2002; Lin and Ye, 2009), interest, and exchange rate volatility (Vega and Winkelried,
2005; Lin, 2010), output volatility (Fratzscher et al., 2020), and fosters independence
and credibility of the central bank (Pétursson et al., 2004).

In addition to price stability, which is the primary objective of most central banks,
inflation targeting is more generally seen as a monetary policy framework for improving
macroeconomic performance in developing countries, for example by promoting fiscal
discipline or institutional quality. Indeed, by reducing seigneurial revenues, inflation-
targeting leads the government to increase its primary surpluses, by intensifying its
efforts to mobilize tax revenues or reducing resource wastage (Lucotte, 2012; Minea
and Tapsoba, 2014; Combes et al., 2018), by promoting fiscal and financial reforms
(Bernanke et al., 1999; Brash et al., 2000), or by fighting corruption or tax evasion (Minea
et al., 2020). These results have important implications. On the one hand, domestic

resource mobilization allows these countries to develop, encourage public authorities



to be more responsive, account for their decisions, and create conditions for economic
growth. On the other hand, the non-recourse to the monetization of fiscal deficits reduces
the economy’s probability of leading to hyperinflationary episodes, insofar as these are

often linked to a massive debt monetization (Reinhart and Rogoff, 2011).!

This paper draws on the literature on inflation targeting and asks the following
question : does inflation targeting increase private domestic investment in developing
countries 7 The literature dealing with the macroeconomic effects of inflation target-
ing has analyzed the impact of this monetary framework on foreign direct investment
(Tapsoba, 2012), or public investment (Apeti et al., 2020). However, to the best of my
knowledge, no study has assessed the effects of inflation targeting on private domestic
investment. I argue that inflation targeting, by lending credibility to monetary policy,
promoting price stability or even reducing interest rate volatility, should create a more
stable macroeconomic environment and improve the transparency and predictability of
the economy. This should therefore influence firms and households in their investment
decisions. Moreover, by reducing public spending (Apeti et al., 2020), inflation targeting

could also reduce the crowding-out effect on private sector activity.

This paper contributes to the analysis of the externalities of inflation targeting by
empirically identifying and quantifying the mechanisms through which inflation targeting
affects domestic investment, using a large dataset of 62 developing countries over the

period 1990-2017.

First, I address the potential self-selection bias due to the adoption of inflation tar-
geting by drawing upon various propensity score matching methods (Rosenbaum and
Rubin, 1983). The results suggest that adopting inflation targeting leads to a significant
increase in private investment from 2.05 to 2.53 percentage points in targeting countries

compared to non-targeting countries.

Second, the strength of the results is confirmed by a rich robustness analysis, in-

cluding changes in sample size, additional control variables, and the use of another

n a related matter, Balima et al. (2017) show that adopting inflation targeting improves government
credit ratings and reduces government bond yield spreads.



definition of the treatment variable. For econometric robustness, I use the Inverse Prob-
ability Weighting (IPW) estimator, which allows a good pairing even in the presence
of missing data. The estimated coefficients remain economically meaningful, with a

magnitude comparable to those of the baseline model.

Third, another originality of this paper is that it extends the literature by exploring
several heterogeneities of the effect of inflation targeting in the presence of various eco-
nomic factors. My results suggest that inflation targeting seems to be more effective in
countries with good institutions, in countries with tight fiscal policies, characterized by
low debt levels, and IT is all the more advantageous for investment as it characterizes
countries richly endowed with natural resources or exposed to “Dutch disease.” However,
inflation targeting seems less effective in countries that are very open to international
trade or countries with high unemployment rates. Finally, I also highlight a non-linear

effect of inflation targeting on investment, depending on economic development.

The remainder of the paper is organized as follows. Section 2 presents some stylized
facts that characterize the relationship between inflation targeting and private domestic
investment in developing countries over the period 1990-2017. Section 3 presents my
hypotheses. Section 4 describes the dataset and methodology. The main findings are
presented in Section 5. Section 6 deals with the robustness of the results and their

heterogeneity. A final section concludes.

2 Stylized facts

This section presents some stylized facts that characterize the relationship between in-
flation targeting (IT) and the average evolution of the private investment rate over the
period 1990-2017. The statistics cover 62 developing countries, with 23 targeting (ITers)

and 39 non-targeting countries (non-ITers).

Figure 1 shows, on average, a higher domestic investment rate (in percentage of
GDP) in inflation target countries compared to non-ITers (16.02% versus 12.24%), with

a difference of around four percentage points. Figure 2 presents the average evolution
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Figure 1 — Average private investment rates (%GDP) in
ITers and non-ITers (1990-2017)

Note : I consider 23 ITers (from the date of policy adoption), and 39 non-ITers.

of the investment rate (in percentage of GDP) for ITers and non-ITers, before and after
IT adoption. I follow the methodology used by Mishkin and Schmidt-Hebbel (2007) and
Minea and Tapsoba (2014) to construct investment rates before and after IT adoption for
non-ITers. Figure 2 shows an increase in the investment rate in both groups of countries
after IT adoption. However, this increase was substantial in ITers compared to non-
ITers. Indeed, in ITers, the investment rate increases from an average of 12.90% before
IT adoption to 15.76% after IT adoption, while this rate increases from 12.43 to 13.30%
among non-ITers. Thus, the evolution of the investment rate after the adoption of IT
is about three times greater in ITers compared to non-ITers (4+2.86% versus +0.90%).
Moreover, the difference in the investment rate between the two groups of countries
before IT adoption is around 0.41 percentage points and is not significant, as confirmed
by the difference test performed in Table B1. Thus, Figure 2 highlights a striking
fact. Although both groups experienced increased investment after adopting I'T, the gap
between targeting and non-targeting countries widened, with a significant difference of

around 2.5 percentage points.



These stylized facts correlate I'T and private investment in developing countries.
However, these observations don’t provide any conclusions about the causal effect of the

treatment.

- Before IT

After IT

[Ters non-ITers

Figure 2 — Average private investment rates (%GDP) before
and after adoption of IT (1990-2017)

Note : I consider 23 ITers (from the date of policy adoption), and 39 counterfactual non-ITers.

3 'Testable hypotheses

In light of the literature, the potential effect of I'T on private domestic investment can

transit through at least five channels.

Inflation and volatility in exchange rates or output reduce the predictability of eco-
nomic conditions, thus creating uncertainty about investment returns. By raising the
cost of capital, inflation erodes household purchasing power. By reducing inflation and
its volatility, interest and exchange rate volatility, output volatility, and by promoting
greater financial stability?, IT should protect household purchasing power, promote eco-
nomic stability and transparency, and then reduce uncertainty. This should therefore

create a conducive environment for private-sector investment. Furthermore, a stable real

2Especially for inflation targeting countries having implemented prudential reforms (Owoundi et al.,
2021).



exchange rate promotes macroeconomic stability and helps reduce foreign capital flight,

which can have a spillover effect on domestic investment.

By improving the quality of institutions and reducing tax evasion or illicit finan-
cial flows (Minea et al., 2020), IT should improve the allocation of resources within the
economy and create incentives to invest, as a transparent institutional environment char-

acterized by a low level of corruption and sound regulation promotes private initiative.

By creating a more stable macroeconomic environment and improving the trans-
parency and predictability of economic conditions, IT also enhances the attractiveness
of foreign direct investment (FDI) in developing countries (Tapsoba, 2012). However,
FDI to developing countries can have two contradictory effects on private domestic
investment: a crowding-in effect or a crowding out effect. The first effect could be ex-
plained by technology transfers, knowledge transfers, or joint ventures between foreign
and national firms. As the results of empirical studies between FDI and private domestic
investment in developing countries are ambiguous (Fry, 1993; Borensztein et al., 1998;

Bosworth et al., 1999), I cannot predict anything about this channel.

To control inflation, the central bank can implement a restrictive monetary policy
that consists of raising the interest rate. Higher interest rates penalize households and
firms in need of financing, generally leading to lower investment (De Mendonga and
Lima, 2011). However, achieving a relatively low inflation target under IT may crowd
out interest rate hikes to converge inflation toward the target. Thus, by keeping in-
terest rates low (especially in the short term), IT should favor investment decisions in
developing countries. Moreover, by promoting the stability of interest rates, IT also
makes the country less sensitive to shocks on global interest rates, thereby reducing the

vulnerability of households and domestic firms.

The effects caused by variations in fiscal variables can also affect private invest-
ment. By evaluating the impact of I'T on public expenditure in 37 developing countries
over the period 1990-2016, Apeti et al. (2020) show that adopting IT reduces public
spending, including investment expenditure. This should more indirectly impact private

domestic investment. However, the relationship between public expenditure and private



investment can be ambiguous. On the one hand, being with private firms in access-
ing finance, the slowdown in public spending should reduce the crowding-out effect of
the public sector on private investment. On the other hand, the opposite effect could
also occur. For example, the decline in public spending in sectors such as infrastruc-
ture, energy, education, or health can deteriorate business conditions, then negatively
affect private investment. Adopting inflation targeting also encourages governments in
emerging economies to improve tax revenue collection to recoup lost seigniorage income
(Lucotte, 2012). However, taxation is not without distortion. A higher tax burden (e.g.,
higher payroll taxes) can increase production costs and thus reduce the profitability of
private investments. Finally, by promoting fiscal discipline and government credit rat-
ings (Balima et al., 2017), IT can also significantly contribute to reducing long-term
public debt and promote access to credit for firms, especially those more likely to be

under credit constraints.

To summarize, I'T would create incentives to invest by promoting macroeconomic
stability, economic transparency, and predictability, reducing the level and volatility
of interest rates, improving the quality of institutions, or promoting fiscal discipline.
However, IT would disadvantage private domestic investment decisions through tax rev-
enue collection, especially in the presence of a high tax burden borne by firms. Finally,
I cannot predict anything about the effect of I'T on private investment through FDI
and public spending. The stylized facts presented in Section 3 and empirical analysis
highlighting the effects of IT lead me to think that I'T would, on average, encourage

investment decisions in developing countries.

4 Data and Methodology

4.1 Data

The dataset consists of 62 developing countries, with 23 ITers (treatment group ) and 39

non-ITers (control group), examined from 1990 to 2017. The choice of this time horizon



was conditioned by data availability insofar as a large number of the countries in the

sample did not have sufficient observations before the year 1990.

The main variables are I'T and private domestic investment. The dependent variable
is measured as the share of private-sector gross fixed capital formation to GDP, and
is drawn from the IMF’s Investment and Capital Stock database. IT is captured by
a binary variable equal to 1 if country ¢ in year t was targeting inflation, and zero
otherwise. For the control group to be a good counterfactual for the treatment group, I
exclude from the control group countries whose real GDP per capita is lower than that
of the poorest treated country in the sample, and countries with a smaller population

than the smallest treated country in the sample, as in Lin and Ye (2009).

Unlike previous studies (Lin and Ye, 2007; Lin and Ye, 2009; Lin, 2010; Tapsoba,
2012; Lucotte, 2012; Minea and Tapsoba, 2014) whose samples range from 1980 to
2009, I use a more recent database covering 1990-2017. Likewise, while countries like
Paraguay, Dominican Republic, Russia, Kazakhstan, Uruguay, and Ukraine that adopted
IT between 2007 and 2017 are treated as controls in Tapsoba (2012) and Lucotte (2012),
I consider them in this study as treated countries by referring to Jahan and Sarwat
(2012) and Cizkowicz-Pekata et al. (2019). The treated group also includes Uganda?,
which has adopted IT since 2011 but is not included in Tapsoba (2012) and Lucotte
(2012).

[ distinguish two majors starting dates : soft or informal IT (Soft IT) and full-fledged
or formal I'T (Hard IT). This distinction makes it possible to consider the central bank’s
reaction following an inflation deviation from the target. Indeed, in a soft IT, the central
bank’s reaction following an inflation deviation from the target is slower than its reaction
under a full I'T. Thus, soft IT refers to the date declared by the central bank itself, while
full IT relates to the date declared by researchers, considered to be the confirmed date

from which the central bank operates under the inflation targeting regime.

The composition of the sample is provided in more detail in Table A1l. Table A2

details the definitions and sources of the variables used in the empirical analysis.

3Source : Jahan and Sarwat (2012).



4.2 Methodology

I follow the program evaluation methodology, which consists in evaluating the average

treatment effect on the treated (ATT), defined as follows:
ATT = E[(Ya = Yio)|Ti=1]= E[(Ya|Ti=1)] - E[(Yio|T; =1)] (1)

T; (treatment) is a dummy variable equal to 1 for a country ¢ that has adopted inflation
targeting, and zero otherwise. Y;; captures the private domestic investment rate when
the country adopts I'T, and Yjg is the private domestic investment rate that would have
been observed if the country had not adopted the policy. The problem is that we can-
not observe Y;; and Y;g simultaneously. We are therefore faced with a counterfactual
problem. One solution would be to compare the average levels of private investment
between ITers and non-ITers. However, this approach assumes that the treatment as-
signment is random. This assumption would be ad hoc because most of the countries
that adopted I'T were emerging from an exchange rate crisis or episodes of very high in-
flation. Therefore, IT adoption may be influenced by omitted variables that also affect

domestic investment, which would lead to self-selection bias.

Under the Conditional Independence Assumption, 4 I can replace in the equation (1)
the unobservable term FE [(Y;o|T; 1)] by the observable term E'[(Yj|T; 0,X;)]. Then, I
get the equation (2).

ATT = E[(Ya|Ty=1,X,)] - E[(Yio| Ty =0, X,)] (2)

I follow Rosenbaum and Rubin (1983)’s methodology of matching the group of tar-
geted countries to non-targeted countries based on their probability of being treated
or propensity scores. I impose the common support, which allows me to match each

treated observation with at least one untreated counterfactual that is as similar as pos-

4This condition means that conditional upon the vector of covariates X, the treatment assignment
must be independent of the outcome.
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sible. Therefore, I rewrite the ATT as follows :

ATT =E[(Yu|T; =1,p(X;)] — E[(Yio|T: = 0,p(X;)] (3)

Where p(X;)=P,(IT;=1|X;) provides, conditional on the set of covariates X, the prob-
ability of adopting IT.

5 Results

This section presents my main findings. First, I present the estimates of the propensity
scores in Subsection 5.1. Then, Subsection 5.2 presents the estimates of the average

treatment effect on the treated after matching the corresponding propensity scores.

5.1 The estimation of propensity scores

I estimate the propensity scores from a Probit model, using as dependent variable a
binary equal to 1 if country 7 in year ¢ was targeting inflation, and zero otherwise. As
in the literature (Lin and Ye, 2009; Tapsoba, 2012; Lucotte, 2012; Minea and Tapsoba,
2014), I control by two categories of variables. The first category includes variables that
could explain the likelihood of a developing country adopting I'T. By referring to Lin
and Ye (2009); Tapsoba (2012); and Lucotte (2012), I include the following precondition
variables: the lagged inflation rate, real GDP per capita growth, domestic credit to the
private sector (used as a proxy for financial development), and the control of corruption

(used to capture the level of institutional quality).

The lagged inflation rate should be negatively correlated with the probability of
adopting I'T since a country is more likely to adopt an inflation targeting policy when its
inflation rate is at a reasonably low level, preferably after successful disinflation (Masson
et al., 1997; Minella et al., 2003; Truman, 2003). Relatively low inflation can make the

announced targets credible and promote the policy’s credibility.

11



Countries with good macroeconomic performance are more likely to adopt a credible
targeting policy, therefore the expected sign of the real GDP per capita growth should
be positive. However, a better economic situation can also crowd out the adoption of
reforms such as inflation targeting. Indeed, a high growth rate can be seen as the result
of successful macroeconomic policies, which does not imply the need to adopt another
monetary policy framework (Tapsoba, 2012). Thus, the sign of the real GDP per capita
growth could be ambiguous. For example Lin and Ye (2009) and Tapsoba (2012) find a
positive but not significant correlation between the two variables, while this correlation

is positive and significant in Minea et al. (2020) and negative in Lucotte (2012).

Financial development positively affects the likelihood of adopting IT by limiting
the monopoly of seigniorage by the central bank (Minea et al., 2020). Also, a developed
financial system would promote financial inclusion and the mobilization of tax revenues.
This should compensate for the loss of seigniorage income and thus allow the government
to avoid exerting pressure on the central bank to finance its deficits, an essential condition
for ensuring a credible targeting policy. I, therefore, expect a positive correlation between

financial development and IT.

Finally, good institutional quality may reflect the ability of the central bank to
implement a credible targeting regime, which in turn also sends a signal to financial
markets. However, countries with weak institutions could also adopt inflation targeting
policy to strengthen their institutional quality, insofar as Minea et al. (2020) highlight a
positive effect of IT on the quality of institutions. Thus, the sign of this variable could

be ambiguous.

The second category of control variables includes variables that could affect the like-
lihood of adopting an exchange rate targeting as an alternative framework for monetary
policy. Referring to previous studies, I consider for this second category : trade open-
ness and the fixed exchange rate (captured by a dummy variable equal to 1 if a country
is classified as having a fixed exchange rate regime, and zero otherwise). A credible
monetary policy framework — notably inflation targeting — should be carried out in a

floating exchange rate regime (Brenner and Sokoler, 2010). In the same way, exchange

12



rate targeting is more attractive to countries that are more open to trade, to guard
against exchange rate volatility. Therefore, trade openness and the fixed exchange rate

should be negatively correlated with IT.

Table 1 presents the estimates of the propensity scores from a Probit model. The
baseline model results using the conservative dates (Hard IT) are reported in column [1]
and corroborate most of my hypotheses. The lagged inflation rate, trade openness, and
the fixed exchange rate regime reduce the likelihood of a country adopting I'T. However,
real GDP per capita growth, financial development, and better control of corruption
are positively correlated with the adoption of IT. The overall fit of the regression is

acceptable with a Pseudo-R? of 11.22 % for my baseline model.

13
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5.2 The results from Matching

Based on their observable characteristics, I refer to the existing literature and draw upon

four propensity score matching methods to match I'Ters with comparable non-ITers.

First, the N-nearest-Neighbors method matches each ITer with the n non-ITers with
the most comparable propensity scores possible. I retain n ranging from 1 to 3 nearest
neighbors. Second, the radius method (Dehejia and Wahba, 2002) matches ITers with
non-ITers located at a certain distance based on propensity scores. I retain the small (R
= 0.005), the medium (R = 0.01) and the wide (R = 0.05) radius. Third, the Kernel
method (Heckman et al., 1998) matches each ITer with a weighted average of all the non-
[Ters, the weights being inversely proportional to the gap between the propensity scores
of ITers and non-ITers. Four, the Local Linear Regression (Heckman et al., 1998) method
matches ITers with non-ITers, such as Kernel Matching, but uses a linear factor in the

weighting function.

From the propensity scores of the baseline model reported in column [1] of Table 1,
I estimate the effect of IT on private domestic investment by computing ATTs. The
results of the baseline model using the conservative dates are reported in column [1] of
Table 2. The estimated coefficients are positive and significant, with a magnitude varying
between 2.05 (N-nearest-Neighbors Matching) and 2.53 (N-nearest-Neighbors Matching)
percentage points. Therefore, these results suggest that I'T adoption has increased private
domestic investment in targeting countries compared to non-targeting countries. Further-
more, since these coefficients represent between 35% and 43% of the standard deviation
of the private investment variable (equal to 5.89, see Table B2), these coefficients are

economically meaningful.
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6 Sensitivity analysis

First, I test the robustness of the main results in Subsection 6.1. Next, I test potential

heterogeneities of the effect of I'T on private domestic investment in Sub-section 6.2.

6.1 Robustness
6.1.1 Alternative samples and control by additional variables

In columns [2]-[13] of Table 1, I test the robustness of the propensity scores of the baseline

model (column [1]) using alternative specifications of the propensity scores.

First, I estimate new propensity scores using different subsamples (columns [2]-[7]). In
column [2] (Table 1), I ignore the year 1990, which marks the start of the adoption of IT.
Next, since 16 countries in the sample experienced at least one episode of hyperinflation
from 1990-2017, such extreme values could bias the estimations. Consequently, in column
[3] (Table 1), I exclude from the sample any episode of hyperinflation, defined as an an-
nual inflation rate equal to or higher than 40% (Lin and Ye, 2009). For the same reasons,
in column [4], T ignore years marked by financial crises. In column [5], I exclude from
the sample countries with a fixed de facto exchange rate or currency boards, countries
belonging to a monetary union or dollarized countries, insofar as these monetary regimes
are not compatible with the adoption of an inflation targeting policy. In column [6], I
exclude new ITers from treated countries, with reference to Apeti et al. (2020). Indeed,
countries that have recently adopted IT are unlikely to have a sound fiscal policy that
can enhance the credibility and effectiveness of the targeting policy. Therefore, excluding
these countries from the sample allows me to avoid a possible bias in my results, due to
the potential absence of a situation of fiscal dominance among the new ITers. Between
1990 and 2017, Central and Eastern European Countries (CEECs) implemented a wave
of reforms, including financial openness, that have significantly reduced the gap in their
economic performance with the EU average. In addition, these countries have experi-
enced massive FDI inflows, which could have a significant effect on domestic investment.

Therefore, in column [7], I exclude these countries from the sample.

The new propensity scores obtained are globally comparable to those of the baseline
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model (column [1], Table 1), even if the sign of the real GDP per capita growth is some-
times ambiguous. From the new scores obtained in columns [2]-[7] of Table 1, I compute
the new ATTs that I report in columns [2]-[5] and [13]-[14] of Table 2. The new results
obtained are comparable to the ATTS of my baseline model reported in column [1] of

Table 2.

Secondly, I augment my baseline equation estimated from a Probit model by control-
ling by several additional variables likely to be positively or negatively correlated both
with IT and the outcome variable (columns [8]-[14], Table 1). These variables are re-
spectively: the unemployment rate, the lagged tax revenue, the lagged public debt, the
lagged public investment, foreign direct investment, the independence of the central bank
(proxied by the variable “Governors’ turnover”, which is a dummy equal to 1 if the change
of central bank governor occurs informally before the end of his mandate, and zero oth-
erwise), and government stability. These variables are not introduced ad-hoc since each

of them has an economic justification.

The unemployment rate influences the conduct of inflation targeting policy due to
the problem of time inconsistency. Apeti et al. (2020) explain that in the presence of a
high unemployment rate, the central bank will not focus exclusively on price stability.
It can then adopt an accommodative policy by considering that it cannot ignore the
labor market situation, which can affect the probability of adopting IT. However, one
can consider that countries with high unemployment rates could also adopt IT in the
hope of improving the labor market situation, given the beneficial externalities of this
monetary policy framework. Thus, the effect of the unemployment rate on the probability

of adopting I'T could be ambiguous.

Referring to the Unpleasant Monetarist Arithmetic theory (Sargent and Wallace,
1981), one can consider that good fiscal discipline reduces the likelihood of the govern-
ment exerting pressure on the central bank to finance its deficits, thereby increasing the
probability of adopting IT. Therefore, tax revenues should be positively correlated with
IT, while public debt and public investment signs should be negative. However, given
the positive effect of IT on fiscal discipline, it is also plausible to think that poor fiscal
discipline can also encourage the central bank to adopt IT to promote fiscal discipline.

The expected effect of fiscal discipline on the likelihood of adopting I'T could therefore be
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ambiguous.

FDI could stimulate tax revenue collection by broadening the tax base through the
entry of new firms. By positively affecting fiscal space, FDI should thus reduce the
likelihood of the government exerting pressure on the central bank to finance its deficits.

I then expect a positive effect of FDI on the probability of adopting IT.

Frequent changes of central bank governors may reflect weak independence of monetary
institutions vis-a-vis the government and, therefore, a low central bank’s capacity to
implement a credible targeting policy. Thus, weak central bank independence should

reduce the likelihood of adopting IT.

Finally, good government stability characterized by a low level of political risk reflects
good governance, strengthens investor confidence in the country, and reduces sovereign
bond yield spreads. Government stability should improve sovereign debt ratings and
promote access to financial markets for developing countries (Sawadogo, 2020). In doing

so, government stability should increase the likelihood of adopting IT.

The new estimated scores reported in columns [8]-[14] remain qualitatively comparable
to those obtained previously and similar to the results obtained for my baseline model
(column [1], Table 1). Additionally, the results corroborate most of my assumptions. The
unemployment rate, tax revenues, FDI, and government stability are positively correlated
with the probability of adopting I'T. However, public debt, public investment, and fre-
quent changes of central bank governors (weak central bank independence) are negatively

correlated with the probability of adopting IT.

From the estimated propensity scores in columns [8]-[14] of Table 1, I recompute the
ATTs reported in columns [6]-[12] of Table 2. The new coefficients remain qualitatively

and quantitatively comparable to the baseline model results (column [1], Table 2).

6.1.2 Alternative definition of the treatment variable (Soft IT)

I analyze the sensitivity of my various baseline results in another way, using an alternative
definition of the treatment variable. I refer to the default starting dates or informal I'T
(Soft IT). Indeed, as mentioned previously, under a Soft IT regime, the central bank’s

reaction to an inflation deviation from the target is slower than its reaction under a
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Hard IT regime. Soft IT, therefore, refers to the date declared by the central bank itself.
In contrast, Hard IT refers to the date declared by academics, considered the effective
date from which the central bank operates under the inflation targeting regime. The
results of the propensity scores and ATTs are reported in Tables C1 and C2. The new
propensity scores are qualitatively comparable to those obtained in Table 1 when I refer
to conservative starting dates (Hard IT). Likewise, the new ATTs computed from the new
propensity scores are positive and significant, with an amplitude varying between 1.63
(Local linear regression) and 2.58 (N-nearest-Neighbors Matching) percentage points for

the baseline model (column [1], Table C2).

I reproduce the same tests described in Subsection 6.1 using the new definition of the
treatment variable. The results are reported in columns [2]-[14] of Tables C1 and C2.
In column [8] of Table C2, 7 out of 8 ATTs are positive, significant, and qualitatively
comparable to those obtained by referring to Hard IT. In column [10] of Table C2, 5 out
of 8 AT'Ts are positive and significant, with a magnitude varying between 1.49 (Kernel
Matching) and 0.89 (Radius Matching) percentage points. Overall, I can conclude that

my main findings are robust to the alternative definition of the treatment variable.

6.1.3 Alternative estimation method

I perform another robustness test by changing my identification strategy. I use the Inverse
Probability Weighting (IPW) estimator. Indeed, although the estimation of ATTs from
propensity scores makes it possible to correct the potential self-selection bias in the policy
adoption, this estimator may have limits, especially in the presence of a severe lack of
data. The IPW estimator uses propensity scores by giving more weight to observations
that are similar to each other in their observable characteristics, allowing a good pairing
even in the presence of missing data. The results of the estimates are reported in Tables
C3 and C4, using the two definitions of the treatment variable (Hard IT and Soft IT)
respectively. My results are robust to the use of this estimation method, insofar as the
new ATTs are qualitatively comparable to those of the baseline model obtained from

propensity scores matching.
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6.1.4 Assessing the quality of the matching method

The matching from propensity scores should eliminate significant differences in observables
between inflation targeting and non-targeting countries. First, I test the quality of the
matching by referring to the Pseudo R?, as suggested by Sianesi (2004). Caliendo and
Kopeinig (2008) hold that a good quality adjustment must be associated with « fairly low
» Pseudo-R2. All of the Pseudo-R? in my main estimates are less than 0.01 (see Table 2),
suggesting that the matching provided balanced scores. Consequently, my estimates are

robust with regard to the hypothesis of common support.

Secondly, I verify the Conditional Independence Assumption (CIA), both concern-
ing observables and non-observables. Regarding observables (see Rosenbaum, 2002), the
standardized bias test which evaluates the mean difference between the characteristics of
[Ters and non-I1Ters supports the absence of statistical differences between the two groups
of countries after matching. Regarding unobservables, I test to what extent the existence
of unobserved that simultaneously affect the assignment to treatment and the outcome
variable could bias my results. The cutting points from Rosenbaum sensitivity tests at
5% significance hover between 1.8 and 2.2 (see Table 2), comparable with existing studies
for which the cutting point tends to range between 1.1 and 2.2 (see e.g. Aakvik, 2001 or
Rosenbaum, 2002 page 188). Thus, I can conclude that my different estimates obtained

are also robust with respect to the CIA.

6.1.5 Combined inflation, interest, and exchange rates

Inflation, the exchange rate and the interest rate can be highly correlated and have a
combined influence on investment through the distortions they create in the relative price
structure of tradable goods. In an open economy with a fully flexible exchange rate
system, exchange rate changes are very likely to influence import prices. For example, a
depreciation of the currency may lead to an improvement in the price competitiveness of
domestic goods, but may also be a source of imported inflation, given the relative increase
in the price of imported goods, which may then affect all sectors of the economy, including
household and firm activity (Ezchange rate pass-through effect). Similarly, changes in the

short and long term interest rate can be correlated with changes in present and future
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Table 3 — Combined inflation, interest, and exchange rates

N-nearest-Neighbors Matching Radius Matching Kernel Matching Local linear regression
N=1 N=2 N=3 r=0.005 r=0.01 r=0.05
(1] Baseline model 2.6930%* 2.3695%%* 2.3199%H% 2214944 2.2602%%* 2.2317F%F 1.1725%* 2.0514%%%
(0.7418) (0.6230) (0.5574)  (0.4727) (0.4344) (0.4211) (0.4838) (0.4138)
2| Including real interest rate 2.5427F 2.9892%** 2.61647F 2. * 21417 2.4573* 2.4646% 2.5216*
2] Includ 1 2.5427%F* 2.9892%%% 2.6164%F* 2.3176%+* 2.2141%%* 24573 2.4646%F* 2.5216%
(0.7704) (0.7179) (0.6879)  (0.5687) (0.5003) (0.4678) (0.4827) (0.4552)
[3] Including REER 2.2835%* 3.3206%* 2.9627FF* 2.2800%* 2.6170%%* 3.1323%%F 3.1633%%* 3.1451%F%%
(0.8970) (0.8062) (0.7755)  (0.6806) (0.6716) (0.6426) (0.6455) (0.6591)
4] Including interest rate & REE 3.3254% 3.74447F% 3.418¢ 2.7851% 2.6982* 3.675: 3.6069*% 3.72 i
4] Includ & REER  3.3254%%* 3744475 3.4189%#* 27851+ 2.6982%** 3.6752% 3.6069** 3.7287H
(1.0580) (0.8211) (0.7965)  (0.7711) (0.6819) (0.6808) (0.6431) (0.6930)

Bootstrapped standard errors based on 500 replications reported in brackets. *** p<0.01, ** p<0.05, * p<0.1

exchange rates, through the principle of Interest rate parity (see for example Dornbusch,

1976).

Given all these potential interactions, I consider my baseline model, augmented by
real interest rate and real effective exchange rate (REER), separately and then jointly in
lines [2]-[4] of Table 3. The new estimates are comparable to those of the baseline model,

therefore, the effect of inflation targeting on the investment rate remains robust.

6.2 Heterogeneity

This section explores heterogeneity in the effect of IT on private domestic investment to
learn more about the underlying mechanism. First, Subsection 6.2.1 assesses the effec-
tiveness of the inflation targeting regime by looking at deviations of the effective inflation
rates from the targets announced by central banks. Second, I explore some interactions

in Subsection 6.2.2.

6.2.1 Do the deviations from the targets matter ?

Credibility, usually proxied by deviations from inflation targets, is a crucial factor in
the success of the targeting regime. Indeed, by reaching or approaching the targets,
central banks influence public expectations, thus creating a decision-making framework
that increases the credibility of the monetary policy. This credibility would imply a lower
effort by the central bank to achieve the inflation target, thus promoting the effectiveness
of the policy. Referring to Ogrokhina and Rodriguez (2018), I calculate deviations from

the target as the difference between realized inflation and the inflation target for each
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target country over the period 1990-2017.% I report an average deviation of 0.8 percentage

points among the targeting countries, and a median of zero.

As can be seen in Figure 3, which plots the kernel density of deviations, most tar-
get countries do not deviate from their announced targets, resulting in a distribution of
deviations concentrated around zero. The long tail is explained by a small number of
countries with large deviations. For example, in 2015, Russia recorded the most signif-
icant deviation from the target, with a gap of 11.5 percentage points. This is due to
the country’s gradual transition to full inflation targeting, officially introduced in 2015.
Russia is followed by Kazakhstan, which recorded a deviation from the target of about

10.5 percentage points in 2015, when the targeting regime was adopted.

To capture potential heterogeneity in the regime’s effectiveness concerning these devia-
tions, I interact my binary variable with the squared deviation of inflation from the target,
as these deviations can also be negative. The results of the estimations are reported in
Table 4. Since no average effect is significant, albeit positive, I conclude that deviations
from the target do not significantly affect the regime’s effectiveness. To say it differently,
the inflation targeting regime significantly improves private domestic investment, both
for countries that are close to the announced targets and for countries that deviate from
them. Moreover, it should be noted that this result is because very few countries in the
sample deviate from the announced targets, as mentioned above, so that overall in my

sample I can consider that I have countries with a credible targeting regime.

°Data on inflation targets are extracted from Cizkowicz-Pekala et al. (2019) and the central bank
publications of each country.
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Figure 3 — Distribution of deviations of realized inflation from the target
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Table 4 — Heterogeneity: Do the deviations from the targets matter 7

N-nearest-Neighbors Matching Radius Matching Kernel Matching Local linear regression
N=1 N=2 N=3 r=0.005 r=0.01 r=0.05
IT * Sq.dev. 1.7463 1.3900 1.6931 0.8312 1.2071 1.5279 1.5006 1.1044
(6.2866) (4.9468) (4.5692) (3.5993) (3.3528) (2.8761) (2.9768) (2.8698)
Observations 1362 1362 1362 1362 1362 1362 1362 1362

Bootstrapped standard errors based on 500 replications reported in brackets. *** p<0.01, ** p<0.05, * p<0.1
6.2.2 Exploring conditional effects

By referring to Lin and Ye (2009), I explore conditional effects using a Control function
regression approach. In the first column of Table 5, I estimate the effect of IT on the
outcome variable using OLS estimators. The results in column [1] suggest that adopting
IT increases domestic investment by an average of 3.25 percentage points. In column
[2], T include the estimated propensity score (Pscore) for my baseline model as a control
function. The coefficient of the propensity score is positive and significant, suggesting the
presence of a selection bias. The coefficient of the treatment variable remains positive

and significant, with a magnitude of approximately 2.11 percentage points.

In columns [3] and [4], I assess the impact of IT on domestic investment in the pres-
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ence of trade openness and the unemployment rate. The results suggest that the positive
effect of IT on domestic investment seems to be attenuated in the presence of high trade
openness or high unemployment. Indeed, trade openness is negatively correlated with the
probability of adopting IT because of the incompatibility between the flexible exchange
rate regime and trade openness (Brenner and Sokoler, 2010). Likewise, when the labor
market situation deteriorates, the central bank may adopt an accommodative policy dur-
ing fiscal stimulus packages, aligning itself with the government’s budgetary objectives

and focusing less on its inflation-targeting framework, reducing its credibility.

In columns [5] and [6], I explore a potential heterogeneity of the monetary regime in
the presence of fiscal discipline. The variables “Debt Dummy 1” and “Debt Dummy 2”
respectively capture countries with a debt level below the median and the first quartile
of the sample (as a percentage of GDP). The results in column [6] suggest that inflation
targeting is most effective in countries with very tight fiscal discipline, with a debt level
below or equal to the first quartile of the sample (around 30% of GDP), as opposed to
the median (around 43% of GDP).

In column [7], I cross IT with financial crises. As IT fosters the accumulation of
external reserves (Rose, 2007; Lin and Ye, 2007; Lin, 2010), it can contribute to narrowing
the current account deficit in times of crisis, for example, by ensuring essential imports
and thus promoting the resilience of certain production sectors which depend on specific
imports (Fouejieu, 2013). According to the results of column [7], no heterogeneity of I'T
seems to emerge in the presence of financial crises because although the coefficient of the

interaction is positive, it is not significant.

Columns [8] and [9] test a potential heterogeneity of the effect of IT in the presence of
natural resources. In column [8] T interact my treatment variable with the level of natural
resource rents (as a percentage of GDP). While in column [9], the variable “Resource-rich
countries” is a binary equal to 1 when the country ¢ is highly endowed with natural re-
sources (share of resources in GDP greater than the sample mean), and zero otherwise.
The interactive terms are positive and significant, suggesting that the inflation targeting
regime is more beneficial for investment as it characterizes countries richly endowed with
natural resources. This result is reminiscent of the famous “Dutch disease” that supports

the idea that the increase in export earnings from natural resources compromises the de-
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velopment of the manufacturing sector due to the appreciation of the real exchange rate it
induces. Indeed, an appreciation of the exchange rate leads to a loss of competitiveness of
national products. Domestic firms, therefore, see their activity slow down, which reduces
domestic investment, especially in the presence of a more pronounced slowdown of the
economy. By stabilizing the real exchange rate, I'T would limit the negative externalities
of natural resources on domestic investment, especially in countries exposed to “Dutch

disease.”

In column [10], I interact my treatment variable with the squared deviations of achieved
inflation from the announced targets, to capture the credibility of the regime. The results

corroborate those obtained in Table 4 : the interactive term remains non-significant .

In columns [11] and [12], T explore potential heterogeneity in the regime’s effective-
ness in the presence of institutional quality. I consider respectively countries that can be
qualified as democratic and those where institutions can be considered effective, based
on the deviation from the sample average of the ICRG democracy and government effec-
tiveness indicators. It appears that inflation targeting is more effective in the presence of
good institutions. Indeed, institutions play a key role in the conduct and effectiveness of
economic policies. Given that central bank independence is a necessary condition for the
success of the targeting regime, it is not surprising that IT is more likely to be effective

in countries with good institutions or strong institutional reforms.

Finally, in the last column, I assess the effectiveness of the monetary regime rela-
tive to the level of development. The variable "Rich countries" is a dummy equal to 1
for countries with a GDP per capita above the sample average, and 0 otherwise. The
negative and significant coefficient of the interactive term suggests that the effect of infla-
tion targeting on investment is attenuated for countries with high GDP per capita. This
means there is a non-linear effect of I'T according to the country’s level of development.
This result seems to provide some empirical evidence in favour of Restrepo et al. (2009)’s
conclusions. Indeed, less developed countries are generally the least able to contain large
shocks to economic activity, given their low resilience and vulnerability. Therefore, these
economies are particularly likely to benefit more from the stability provided by the in-
flation targeting regime. Moreover, countries with a low level of per capita income may

also be characterised by a larger domestic investment deficit, compared to rich countries.
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Therefore, the marginal benefit of an inflation targeting policy would be more significant

in relatively poor countries, compared to rich ones.
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7 Concluding remarks

Numerous studies analyze the effect of inflation targeting on macroeconomic performance
by focusing on macroeconomic stability or fiscal discipline. In this paper, I assess the
impact of inflation targeting as a monetary policy framework to increase private sector

investment in developing countries.

My data covers a large panel of 62 developing countries from 1990-2017. To address
the self-selection bias in the policy adoption, I use a variety of propensity score matching
methods to pair inflation targeting countries with comparable non-targeting countries

based on their observable characteristics.

My results suggest that inflation targeting has led to an increase in private domes-
tic investment from 2.05 to 2.53 percentage points in targeting countries compared to
non-targeting countries. This economically meaningful effect is robust across multiple

alternative specifications and econometric tests.

Finally, I highlight several heterogeneities in the effect of inflation targeting, depending
on various factors. First, my results suggest that inflation targeting is more effective in
countries with good institutions, and in countries characterized by low debt levels, thus
highlighting the role of institutional reforms and fiscal discipline in the effectiveness of the
monetary framework. Second, inflation targeting seems less effective in countries that are
very open to international trade, or countries with high unemployment rates. Third, I'T is
all the more advantageous for investment as it characterizes countries richly endowed with
natural resources or exposed to “Dutch disease.” This result has an important implication:
by reducing price and real exchange rate volatility, inflation targeting would thus help limit
the perverse effect of natural resource abundance in developing countries. Finally, by
promoting macroeconomic stability, inflation targeting seems to benefit more countries
with relatively low per capita incomes, as these economies are the most likely to be

vulnerable.

My findings contribute to the literature on the benefits of inflation targeting regime
in developing countries, but also provide some food for thought in the literature devoted
to the identification of policies likely to stimulate private domestic investment decisions

in developing countries. The results have a crucial implication. In addition to promot-
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ing macroeconomic stability, inflation targeting could help reduce the private domestic
investment gap in developing countries and therefore help increase private-sector contribu-
tions to achieving sustainable development goals. Therefore, this paper can be extended
by examining the effect of inflation targeting on the volatility of domestic investment,
the volatility of foreign direct investment flows, the occurrence of sudden stops, or the

performance of domestic firms and the banking sector in developing countries.

Moreover, my results also highlight the importance of the institutional framework as
a prerequisite for the effectiveness of the monetary regime. A credible monetary policy,
namely inflation targeting, is more likely to succeed in an economy characterised by sound

institutional reforms, thus fostering the credibility of monetary institutions.

Finally, even if no heterogeneity in the effectiveness of inflation targeting in the pres-
ence of financial crises seems to emerge in this paper, this question deserves more detailed
examination by distinguishing the effects according to the magnitude of the crises and

possibly by examining the role of macroprudential standards.
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Appendix A Data and sample

Table A1 — List of countries

Inflation targeting countries (treatment group)

Soft IT (default starting dates)

Full-fledged IT (conservative dates)

Brazil June 1999 June 1999
Chilie January 1991 August 1999
Colombia September 1999 October 1999
Dominican Republic * 2011 2012
Ghana January 2007 January 2007
Guatemala January 2005 January 2005
Hungary June 2001 August 2001
Indonesia July 2005 July 2005
Kazakhstan * August 2015 August 2015
Mexico January 1999 January 2001
Paraguay * May 2011 May 2011
Peru January 2002 January 2002
Philippines January 2002 January 2002
Poland September 1998 September 1998
Romania August 2005 August 2005
Russia * 2014 2015
Serbia September 2006 September 2006
South Africa February 2000 February 2000
Thailand May 2000 May 2000
Turkey January 2006 January 2006
Uganda # June 2011 June 2011
Ukraine * 2015 2017
Uruguay * 2002 2007
Non-targeting countries (control group)
Algeria Bangladesh Nicaragua
Belarus Bolivia Bulgaria
Burkina Faso Cameroon China
Costa Rica Croatia Ivory Coast
Ecuador Egypt El Salvador
Honduras Iran Jordan
Kenya Madagascar Malaysia
Morocco Nigeria Pakistan
Saudi Arabia Sudan Sri Lanka
Tanzania Togo Tunisia
Vietnam Zambia Senegal
Guinea Haiti Mali
Lao P.D.R Myanmar Ethiopia

Sources: Rose (2007); Roger (2009); Tapsoba (2012); Jahan and Sarwat (2012) and Cizkowicz-Pe¢kala et al. (2019).
*ITers considered as controls in Lin and Ye (2009); Lin (2010); Tapsoba (2012) and Lucotte (2012).

#Countries absent in Lin and Ye (2009); Lin (2010); Tapsoba (2012); Lucotte (2012).
Note: The classification of developing countries comes from the IMF’s Fiscal Monitor database
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Table A2 — List of variables and their sources

Variables Nature Sources

Dependent variable
Private domestic investment (% GDP) Continuous IMF Investment and Capital Stock dataset

Treatment variable
Full-fledged Inflation Targeting (Hard IT) Dummy Rose (2007); Roger (2009); Tapsoba (2012);

Jahan and Sarwat (2012); Cizkowicz-Pekala et al. (2019)

Informal Inflation Targeting (Soft IT) Dummy

Baseline model control variables
Inflation, one-year lag Continuous Author’s calculations based on WEO database, IMF
Real GDP per capita growth Continuous ‘WDI, World Bank
Trade openness Continuous ‘WDI, World Bank
Financial development
(Domestic credit to private sector, in % of GDP) Continuous ‘WDI, World Bank

Control of corruption
Fixed exchange rate

Score between 0 and 6
Dummy

ICRG
Tlzetzki et al. (2017)

Additional control variables

Unemployment rate
Lagged tax revenues
Lagged public debt
Lagged public investment
Foreign direct investment
Governors’ turnover
Government stability
Financial crises

Natural resources
Resource-rich countries
Rich countries

Good institutions
Effective institutions

Continuous
Continuous
Continuous
Continuous
Continuous
Dummy
Score between -2.5 to 2.5
Dummy
Continuous
Dummy
Dummy
Dummy
Dummy

‘WDI, World Bank

Author’s calculations based on WDI database, World Bank

Author’s calculations based on WEO database, IMF

Author’s calculations based on IMF Investment and Capital Stock dataset

‘WDI, World Bank

Sturm and De Haan (2001); Dreher et al. (2008); Dreher et al. (2010)

ICRG
Laeven and Valencia (2012)
‘WDI, World Bank

Author’s calculations based on WDI database, World Bank
Author’s calculations based on WDI database, World Bank

Author’s calculations based on ICRG database,
Author’s calculations based on ICRG database

Appendix B Summary statistics

Table B1 — Comparison test of average investment rates between treated and
non-treated countries, before treatment

Group Obs Mean Std. Err. Std. Dev.  [95% Conf. Interval|

0 262 12.88538 0.3556822 5.757219  12.18501 13.58575

893 12.48148 0.1955236 5.842851  12.09774 12.86522

Combined 1155 12.5731 0.1713539 5.823513 12.2369 12.9093
diff 0.4039045 0.4091706 -0.3988979 1.206707
diff = mean(0) - mean(1) t =0.9871
Ho: diff = 0 degrees of freedom = 1153

Ha: diff < 0 Ha: diff 1= 0 Ha: diff > 0

Pr(T < t) = 0.8381 Pr(|T| > |t|) = 03238  Pr(T > t) = 0.1619
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Table B2 — Summary statistics

Variables Obs. Mean Sd Min Max
Total sample
Private domestic investment 1731 12.86411 5.891054  0.4236544 37.33381
Inflation, one-year lag 1633  34.42448 263.5837  -8.484249 7481.664
Real GDP per capita growth 1746  2.370773  3.995968  -22.5514  13.69319
Trade openness 1709 66.56564 32.16683 0.1674176 220.4068
Control of corruption 1672 2.495963  0.8997682 0 5
Financial development 1633 35.209 31.22738 0 165.72
Fixed exchange rate dummy 1701  0.8689006 0.3376082 0 1
Unemployment rate 1701 7.325755 5.35077 0.398 33.473
Lagged tax revenues 1475  22.00659 9.444048  4.971286  56.48156
Lagged public debt 1250  50.74015  35.97489 0.071 495.201
Lagged public investment 1670  4.285747 3.079542  0.1644941 22.65612
Governors’ turnover 1721 0.1406159  0.347726 0 1
Government stability 1692 -0.4903109 0.7624882 -2.810035 1.261184
Foreign direct investment 1,718  3.001961 3.901106  -15.74502  54.23906
ITers
Private domestic investment 275 15.56419 4.589993  5.077262  37.33381
Inflation, one-year lag 288 5.495393  3.688121  -1.544797 19.25072
Real GDP per capita growth 288 2.820176 2.746663 -6.674167 11.31545
Trade openness 288 67.63233 31.89054  20.98217  168.4897
Control of corruption 283 2.523557  0.7591442 1 5
Financial development 286 49.86247 36.53732  11.70667  160.1248
Fixed exchange rate dummy 265  0.8867925 0.3174459 0 1
Unemployment rate 288 8.453677 6.568709 0.489 33.473
Lagged tax revenues 276 25.47759 9.177985  10.98042  48.62605
Lagged public debt 283 39.82616  17.28573 3.879 81.176
Lagged public investment 275 3.412934 1.398304  1.153574  9.02424
Governors’ turnover 285 0.077193  0.2673669 0 1
Government stability 288  -0.3022234 0.7970534 -2.374467 1.261184
Foreign direct investment 287 4.069247 5.745146  -15.74502  54.23906
Non_ ITers
Private domestic investment 1,428  12.31171 5.983058  0.4236544 35.56595
Inflation, one-year lag 1318  39.23843 289.4781  -8.484249 7481.664
Real GDP per capita growth 1436  2.275103 4.203804  -22.5514  13.69319
Trade openness 1398  66.12776  32.42675 0.1674176 220.4068
Control of corruption 1370 2.487409  0.9305774 0 5
Financial development 1324 31.76149 29.12374 0 165.72
Fixed exchange rate dummy 1409  0.866572  0.3401574 0 1
Unemployment rate 1386  6.988699 5.015254 0.398 31.84
Lagged tax revenues 1174 20.75547 8.869988  4.971286  56.48156
Lagged public debt 948 54.00032  39.54355 0.071 495.201
Lagged public investment 1368  4.444891 3.308776  0.1644941 22.65612
Governors’ turnover 1408  0.1541193 0.3611914 0 1
Government stability 1376 -0.5500345 0.7420256 -2.810035 1.219
Foreign direct investment 1,408  2.774267 3.390418  -5.007241  39.4562
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