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Abstract: The shortwave infrared (SWIR) bands on the existing Earth Observing missions 
like MODIS have been designed to meet land and atmospheric science requirements. The 
future geostationary and polar-orbiting ocean color missions, however, require highly 
sensitive SWIR bands (> 1550nm) to allow for a precise removal of aerosol contributions. 
This will allow for reasonable retrievals of the remote sensing reflectance (Rrs) using standard 
NASA atmospheric corrections over turbid coastal waters. Design, fabrication, and 
maintaining high-performance SWIR bands at very low signal levels bear significant costs on 
dedicated ocean color missions. This study aims at providing a full analysis of the utility of 
alternative SWIR bands within the 1600nm atmospheric window if the bands within the 
2200nm window were to be excluded due to engineering/cost constraints. Following a series 
of sensitivity analyses for various spectral band configurations as a function of water vapor 
amount, we chose spectral bands centered at 1565 and 1675nm as suitable alternative bands 
within the 1600nm window for a future geostationary imager. The sensitivity of this band 
combination to different aerosol conditions, calibration uncertainties, and extreme water 
turbidity were studied and compared with that of all band combinations available on existing 
polar-orbiting missions. The combination of the alternative channels was shown to be as 
sensitive to test aerosol models as existing near-infrared (NIR) band combinations (e.g., 748 
and 869nm) over clear open ocean waters. It was further demonstrated that while in extremely 
turbid waters the 1565/1675 band pair yields Rrs retrievals as good as those derived from all 
other existing SWIR band pairs (> 1550nm), their total calibration uncertainties must be < 1% 
to meet current science requirements for ocean color retrievals (i.e., Δ Rrs (443) < 5%). We 
further show that the aerosol removal using the NIR and SWIR bands (available on the 
existing polar-orbiting missions) can be very sensitive to calibration uncertainties. This 
requires the need for monitoring the calibration of these bands to ensure consistent multi-
mission ocean color products in coastal/inland waters. 
© 2017 Optical Society of America 
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1. Introduction 
During the early ocean color era, prior to the launch of the coastal zone color scanner 
(CZCS), the radiative transfer analyses had shown that most of the “blue” photons reaching 
top of atmosphere (TOA) over seawaters arise from the atmospheric column [1,2]. The 
impact of atmosphere is through scattering and absorption processes induced by the 
molecules, aerosols, and gases. Gordon [1] further evaluated the sensitivity required to detect 
small changes in TOA radiances to enable detecting changes in water-leaving radiances. 
Using the single scattering approximations (assuming no scattering between the molecules 
and aerosols), Gordon [3] proposed to use the band ratios of two channels within the red and 
near infrared (NIR) portion of the spectrum (where the upwelling radiance field can be 
assumed negligible over open ocean) to infer the aerosol contribution to the TOA signal. This 
was proposed under the assumption that the Rayleigh scattering contributions can be 
sufficiently accurately computed and subtracted from the TOA signal. This work laid out the 
basis for the current operational algorithm utilized by the NASA Ocean Biology Processing 
Group (OBPG) [4]. Over the past years, however, the band-ratio aerosol determinations and 
other components of the atmospheric correction (AC) process were enhanced [5]. This is 
comprised of using two dedicated NIR bands and a vector radiative transfer code [6,7], 
correcting for Rayleigh-aerosol interactions [2], accounting for wind-induced sea surface 
variations [8], and accurate calculations of diffuse sensor-surface transmittance [8–10]. The 

algorithm has been shown to provide sufficiently accurate remote sensing reflectance ,rsR
defined as the ratio of water-leaving radiance and downwelling irradiance just above the 
surface) over oceanic waters [11]. The determination of the band ratio value ( ε ), however, in 
the presence of non-zero water-leaving radiances within the NIR portion of the spectrum was 
found to overestimate aerosol contributions leading to underestimating the rsR spectrum [12]. 

One way to surmount this misinterpretation of the aerosol signal is to use bio-optical models 
to estimate the NIR water-leaving radiance [13,14]. This is carried out through an iterative 
process to remove the water-leaving signal from the Rayleigh-corrected signal. At regional 
scales, knowing the relationship between the red and NIR water-leaving radiances, one can 
also account for the NIR upwelling signal and improve rsR retrievals [15]. The other method 

is to utilize SWIR bands where rsR can be assumed zero [16]. This technique uses a spectral 

matching method using the shortwave infrared SWIR channels of the Airborne 
Visible/Infrared Imaging Spectrometer (AVIRIS). Wang [17] extended the Gordon and Wang 
[2] (GW94) algorithm to the SWIR bands onboard the Moderate Resolution Imaging 
Spectroradiometer (MODIS) for AC over coastal turbid waters. The algorithm, which was 
based upon the same rational as in the earlier research work [2], was implemented and tested 
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for various extremely turbid waters [18,19]. However, the major drawback of the use of 
MODIS channels is their relatively low signal-to-noise ratios (SNRs) over bodies of water, 
which results in noisy retrievals [20,21] when compared to retrievals through the iterative 
NIR method [14]. Very recently, the SWIR bands of the Operational Land Imager (OLI) 
aboard Landsat-8 have successfully been used for atmospheric correction (AC) over coastal 
waters [22,23]. The performance has shown promising results [24] through extensive 
comparisons against standard ocean color Rrs products and validations at the ocean color 
component of the Aerosol Robotic Network (AERONET) [25]. 

 

Fig. 1. The relative spectral response (RSR) functions overlaid on an atmospheric transmission 

curve and TOA radiance spectrum (
2 1 1− − −

wm sr μ ) shown for the two 1600nm and 2200nm 

atmospheric windows.  The spectral responses (unitless) shown are those of MODIS, VIIRS, 
and OLI as well as two narrow ones (@20nm) towards the sides of the 1600nm window. 

Although incorporating the SWIR bands for future NASA ocean color missions have been 
recommended [26,27], the addition of the SWIR bands bears additional costs and adds 
complexities in the overall instrument design (e.g., SWIR detectors require radiators to 
maintain high performance). The SWIR spectral bands are commonly designed within the 
atmospheric windows where reflected solar spectra reach top of atmosphere. These include 
1240nm, 1600nm, and 2200nm, SWIR windows. While placements, bandwidths, and the 
SNR requirements of the SWIR bands designed for missions like MODIS were targeted for 
scientific applications for clouds, aerosol, land, and fire, future NASA ocean color missions 
may be equipped with SWIR bands whose radiometric sensitivities are higher [26,28]. The 
SWIR bands commonly used and examined for AC are the ones available on MODIS, i.e., 
1240nm, 1630nm, and 2130nm. Although the Visible Infrared Imaging Radiometer Suite 
(VIIRS) aboard Suomi NPP is also equipped with SWIR bands, there has been no attempt 
(operationally) to utilize its SWIR bands for AC. Only recently, its calibration has been 
vicariously updated for use [29]. Figure 1 illustrates the 1600nm and 2200nm atmospheric 
transmission windows (solid black curves) with the MODIS, VIIRS, and OLI relative spectral 
response (RSR) functions overlaid. Further details on the RSRs are tabulated in Table 1. The 
two narrow, dashed response curves drawn towards the shoulders of the 1600nm window will 
be discussed in the following sections. Note that an average TOA radiance spectrum 

2 1 1(wm sr )μ− − −  over bodies of water for near-nadir viewing geometry is also shown. 
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Table 1. The specifications of the SWIR bands of MODIS, VIIRS, and OLI SWIR 
studied here. 

 OLI VIIRS MODIS MODIS OLI VIIRS 

Band Center (nm) 1609 1610 1630 2130 2200 2257 
Bandwidth (nm) 80 60 24 50 180 50 

 
In addition to NASA missions with ocean color capability, the European Space Agency 

(ESA) has planned a constellation of satellite missions with similar capabilities [30]. These 
include the MutiSpectral Imager (MSI) and the Sea and Land Surface Temperature 
Radiometer (SLSTR), which are both capable of making measurements in the SWIR region. 
The SWIR bands of MSI and SLSTR are very similar to those of OLI and VIIRS. More 
specifically, within the 1600nm window, the OLI (1609nm), MSI (1610nm), and SLSTR 
(1610nm) bands have near-identical bandwidths with slight differences in the peak of the 
response. Similarly, the 2200nm bands of OLI (2200nm) and MSI (2190nm) as well as those 
of VIIRS (2257nm) and SLSTR (2250nm) are similar in both bandwidths and shapes. Due to 
all the similarities, we suffice by referring only to the band centers of OLI and VIIRS 
throughout this manuscript. 

Overall, the design challenges and the costs associated with the SWIR bands may increase 
towards longer wavelengths. One reason is the demand for maintaining lower operating 
temperatures of the detectors within the 2200nm window. It is thus critical to evaluate how 
strictly the success of AC in coastal/inland waters depends on the bands in the 2200nm 
window and whether alternative channels in the 1600nm window can be proposed to reduce 
future mission risks. 

To this end, this manuscript aims at evaluating the suitability of alternative SWIR bands 
placed within the 1600nm window, i.e., 1565, 1610, and 1675nm, for the atmospheric 
correction (AC) utilizing the GW94 algorithm [2]. The performance of the AC using the 
combinations of these alternative channels is compared against the combination of existing 
channels available on MODIS, VIIRS, OLI, MSI, and SLSTR. Therefore, the results are 
applicable to the existing missions for intercomparisons of the performance. For 
completeness, the performance is also assessed when a new set of channels within the 
2200nm window is employed. We will first evaluate the sensitivity of various band centers 
and bandwidths to water vapor absorption and choose optimal band placements. Then, these 
alternative bands will undergo testing for their sensitivity to a) various aerosol 
models/conditions, b) radiometric calibration uncertainties, and c) non-negligible water-
leaving radiances in extremely turbid waters. The manuscript, therefore, follows by 
describing the selection of alternative bands (Section 2) and the implementations and analyses 
of the AC in Section 3. Sections 4 and 5 address the sensitivity of band combinations to 
calibration uncertainties and to extreme upper-water-column turbidity. The future directions 
and recommendations are discussed in the conclusions. 

2. Water vapor absorption and band selection 
For a dedicated ocean color mission, the primary factors influencing the selection of 
alternative bands within the SWIR region are their sensitivity to water vapor (WV) 
absorptions and their feasibility of maintaining high radiometric performances. While the 
latter is beyond the scope of this manuscript, simulations were conducted to assess the 
suitability of various band centers and bandwidths within the 1600 and 2200nm windows. As 
shown in Fig. 1, the 1600nm and 2200nm windows approximately provide ~ 200nm-wide 
regions to measure reflected solar energy. To begin with the simulations, the Lorentzian 
function was chosen to represent the relative spectral responses (RSR) for a combination of 
various band centers (i) and bandwidths (j). Following several experiments, we found the 
Lorentzian function to be more representative of a filter function than a single Gaussian 
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function. Two examples of these functions are shown in Fig. 1 (dashed, red curves). The 
Lorentzian function is written as below 

 κ

1
RSR(i)

2 λ i
1

FWHM

=
− 

+  
 

 (1) 

where λ  is the wavelength varying within the range of 1500 nm and 2400 nm with 
increments of 0.001 nm and κ  is a variable that controls the shape of the RSRs. is a variable 
that controls the shape of the RSRs. The band centers (i) vary with increments of 5 nm. The 
full-width half maximum (FWHM), i.e., 50% of the maximum response, was chosen to be at 
20, 40, 60, and 80 nm to simulate various bandwidths. We also chose κ 3.3=  for all the 
analyses to make the width at 1% of the maximum response 4X wider than that at the 50% 
response. This allows for incorporating some out-of-band response into the total integrated 
response. To evaluate the sensitivity to different total water vapor amounts, the MODerate 
resolution atmospheric TRANsmission code (MODTRAN) was utilized.  

 

Fig. 2. The % error in TOA radiance as a result of 6% error in water vapor (WV) estimation 
provided for different band centers and bandwidths (FWHM) within the 1600nm window. 
With the increase in the bandwidths towards the edges, the water vapor contamination 
increases. The 20-nm bands centered at 1565 and 1675nm exhibit as much contamination as 
for a 80-nm band centered at 1620 nm (where the impact of WV absorption is minimal). 

 

Fig. 3. The % error in TOA radiance as a result of 6% error in water vapor (WV) estimation 
given for different band centers and bandwidths (FWHM) within the 2200nm window. With 
the increase in the bandwidths towards the shorter wavelengths, the water vapor contamination 
increases. An optimal band should be placed in the vicinity of the 2260nm. 
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The WV amount was then scaled by  2%± ,  4%± , and  6%±  ( δWV ) to infer corresponding 
impacts on TOA radiance predications. The simulations were performed for viewing zenith 
angles (VZA) of 0 and 60°  and solar zenith angles (SZA) of 30°  and 60° . To capture all the 
spectral features, high-resolution band models and spectral grids were applied.The WV 
amount was then scaled by  2%± ,  4%± , and  6%±  ( δWV ) to infer corresponding impacts 
on TOA radiance predications. The simulations were performed for viewing zenith angles 
(VZA) of 0 and 60 °  and solar zenith angles (SZA) of 30 °  and 60 ° . To capture all the 
spectral features, high-resolution band models and spectral grids were applied. 

The results of the sensitivity analysis is illustrated in the form of a sensitivity map in Fig. 
2. It illustrates the % errors in TOA radiance associated with each band center and FWHM as 
a result of 6% error in estimating water vapor (i.e., δWV 6%= ). This is given for the largest 
air mass fractions, i.e., VZA SZA 60= = ° representing the maximum expected impact on 
TOA observations. It is clearly seen that towards the center of the band pass (~1610-1620 
nm) and FWHM=20 nm, there is minimal impact (i.e., < 0.2%) due to WV absorption on 
predicting TOA radiances. This band specification could potentially be the optimal band 
setting for an ocean color mission. However, high SNR requirements can make the design of 
such a narrow band a challenging task. Thus, the bandwidth can be broadened up to 80 nm, 
which leads to ~ 0.4% error within the 1610-1640nm range for large air mass fractions. In 
fact, the OLI’s (or MSI’s) SWIR band is placed at 1610 nm with FWHM=80nm (Table 1). 
The analysis for the near-nadir geometry (not show here) revealed ~ 0.35% error for the same 
band setting. Note that while the % error linearly increases with the increase of FWHM, the 
error abruptly rises for FWHM=100nm as the absorption features begin to significantly 
influence the TOA radiance. 

In general, relatively large bandwidths are desired for the SWIR bands onboard polar 
orbiting missions. The larger bandwidths allow for collecting more photons in a very short 
amount of time. However, for an imaging system onboard a geostationary platform where 
longer integration times are feasible, it is possible to design narrow bands (e.g., 20-nm) 
towards the edges of this window, i.e., 1565 and 1675nm, while maintaining high radiometric 
performances (Fig. 1). These band configurations carry < 0.4% error induced by a 6% error in 
WV estimation (similar to a ~1620nm with FWHM=80nm). In Section 3, we will further 
evaluate the utility of these two narrow bands for the aerosol removal and compare with the 
performances of bands onboard polar orbiting missions. Note also that further analysis of the 
simulation results indicated linear variations in TOA radiance relative to changes in δWV (not 
shown here). The slopes of variations were found different for different bands given the 
impact of WV absorption. 

For completeness, a similar analysis (for an identical imaging geometry and an error level) 
is presented for the 2200nm window (Fig. 3). First, the spectral map indicates a larger 
sensitivity to WV absorption when compared to that shown in Fig. 2.  Second, it is inferred 
that the 2240-2260 nm range exhibits a minimal sensitivity (~0.4%) to the WV absorption. 
This is, in fact, where one of the VIIRS (or SLSTR) SWIR bands is situated (Table 1). 
According to this analysis, a 6% error in WV estimation translates to ~ 0.55% error in TOA 
radiance. On the other hand, the corresponding MODIS band (Table 1) carries more 
uncertainties (~ 0.7%). Similar uncertainties (~0.72%) were found for the corresponding OLI 
and MSI channels (near-nadir viewing). In the following sections, we will also analyze the 
utility of 2230 and 2255 nm @ FWHM=50nm as alternative bands within the 2200nm 
window. 

3. Atmospheric correction 
Following the selection of alternative channels, it is desired to analyze how suitable different 
band combinations are for the GW94 atmospheric correction algorithm [2]. The governing 
equation used for the retrieval of remote sensing reflectance is given as below 
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 { } { } { }t w r a ar wc gρ tρ ρ ρ ρ ρ ρ= + + + + +  (2) 

where t  is the diffuse transmission, rρ  is the Rayleigh reflectance in the absence of aerosol, 

aρ  is the scattered reflectance arising solely from aerosols, and arρ  is the reflectance arising 

from Rayleigh-aerosol multiple scattering, and wρ  is the water-leaving reflectance, which is 

essentially equivalent of  rsRπ  [2,4,6]. The last two components, i.e., wcρ  and gρ , correspond 

to the directly transmitted whitecap reflectance and the direct sunglint reflectance [31], 
respectively. These two terms, however, are ignored in this study for simplicity. Also, for 
brevity, the spectral dependency of all the components in Eq. (2) is dropped. Briefly, the AC 
process begins with accounting for gaseous absorption as well as removing the contribution 
of Rayleigh scattering using ancillary data (e.g., surface pressure, ozone, wind speed) and 
look-up-tables (LUTs) given per-pixel geometry information. In this study, we assume that 
there are no errors associated with the gaseous and Rayleigh corrections. The algorithm then 
uses Rayleigh-corrected reflectance (or radiance) to estimate the dominant aerosol type and 
thickness using pre-defined LUTs of 10 aerosol models, each of which is given for 8 different 
relative humidities [32]. For each model, the epsilon (ε) is derived in the single scattering 
approximation as below 

 as
0

as 0

ρ (λ)
ε(λ,λ )

ρ (λ )
=  (3) 

where λ଴ is a reference wavelength (the longer wavelength used in the AC) and ρୟୱ(λ) is the 
spectral single scattering (SS) aerosol reflectance obtained as follows 

 ( ) ( ) ( ) ( )( )asρ (λ) ω λ τ λ p Θ,λ / 4cos SZA cos(VZA)=     (4) 

where ω  represents the aerosol layer single scattering albedo (SSA), τ  is the aerosol optical 
thickness (AOT), Θ  represents the scattering angle, and ( )p Θ,λ  is the phase function 

modulated by the surface Fresnel reflection [33]. 
In order to test the sensitivity of the alternative SWIR channels proposed here, the 

standard aerosol LUTs [32] were re-recreated for the alternative channels (1565, 1610, 1675, 
2230, and 2255nm). To do so, the aerosol microphysical properties and size distributions for 
the 80 aerosol types were supplied to the Mie code to generate the optical properties, such as 
the extinction coefficients, single scattering albedo, phase functions, and the Legendre 
polynomials for all the spectral channels. These properties are derived for spectra ranging 
from 400nm to 2500nm. The single-scattering aerosol reflectance was then computed using 
Eq. (4) for a black ocean [2]. The GW94 algorithm finds the best aerosol models by 
transforming from multiple scattering (MS) to single scattering (SS), i.e., t rρ ρ−  to asρ , and 

then converting back to the multiple scattering space. In this study, it is assumed that minimal 
errors are propagated in the MS-to-SS and/or the SS-to-MS conversions. Therefore, all the 
analyses are done in the SS approximations. The asρ  calculations are performed for the 

following imaging geometries: VZA 0 , 40 ,60= ° ° °  and SZA 20 ,30 ,40 ,50 ,60= ° ° ° ° ° . For all 
the simulations, the relative azimuth angle was held constant at 0° . The simulations of asρ  

are then spectrally resampled by 28 RSRs, which encompass all the MODIS visible, NIR, and 
SWIR bands, the alternative SWIR bands, as well as the SWIR bands on VIIRS, and OLI. 
With these simulations, we have a look-up-table of aerosols similar to [32] but given for one 
relative humidity (i.e., RH=80%) and different viewing geometries and spectral bands. 
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3.1 Aerosol test models 

To evaluate the sensitivity of different band combinations to various aerosol models, 16 
different aerosol models were created. Ten of the test models were generated by slightly 
adjusting the size distribution and/or refractive indices of the original aerosol models [32]. 
The adjustments made included up to 20% change in either the radii or the indices of 
refraction of the fine and coarse modes of the aerosol models. The adjusted microphysical 
properties were supplied to the Mie code to generate the corresponding optical properties. 
These ten models are referred to as M1 (fine-mode dominated) through M10 (coarse-mode 
dominated). Furthermore, we defined six other test aerosol models (i.e., M11 through M16) 
derived from historic observations at coastal AERONET sites [34]. These sites include 
Helgoland (The Netherlands), LISCO (New York, USA), Oostende (Belgium), Venise (Italy), 
Villefranche (southern France), Wave_CIS (Louisiana, USA). To determine the 
microphysical properties, the slightly modified methodology proposed in [35] was used, i.e., 
the parameterization of the microphysical properties are improved by adding the angstrom 
exponent in the retrieval process. The size distribution parameters (given in the volume space) 
and indices of refraction for these sites are tabulated in Table 2. The real and imaginary parts 
of the aerosols are representative of the 869nm channel. The corresponding SSA spectra for 
these models are given in Appendix. These test models were supplied to Eq. (4) to simulate 

asρ  for the imaging geometries indicated above. The AOT(869) was allowed to vary from 

0.02 to 0.3 (i.e., 10 cases). The epsilon values, i.e., 0ε(λ,λ ) , for different band combinations 

were then used as inputs to the aerosol correction procedure [2] to retrieve ( )wρ 443 . Note 

that the retrievals are done for a black ocean, thus, ( )wρ 443 is known to be zero. In other 

words, we assess the retrievals by comparing estimated aerosol reflectance ( asρ ) and the input 

test aerosol model ( i
asρ ).The choice of the wρ  does not impact the comparisons made 

throughout this manuscript. 

Table 2. The size distribution and microphysical properties of the AERONET-derived 
test models. 

 
 

 
The analyses are carried out for all the AOTs and band combinations to encompass all 

possible conditions. Note that all the tests are carried out for the 80% humidity. The absolute 
percentage difference (APD) was used to gauge the performance: 

 ( )i i i
as asasasAPD λ 443nm,VZA,SZA,AOT ρ / 0ρ ρ 1 0= = − ×         (5) 

Site ݎ௩௙ ߪ௙ ݎ௩௖ ߪ௩ %ܥ௩௙ %ܥ௩௖ ݊௥(869) ݊௜(869) 
Helgoland 

(M11) 
0.1 0.431 2.762 0.644 0.822 0.176 1.395 6.10E-03 

LISCO 
(M12) 

0.161 0.406 3.060 0.680 0.765 0.233 1.390 5.74E-03 

Oostende 
(M13) 

0.185 0.412 3.024 0.655 0.713 0.260 1.391 5.01E-03 

Venise 
(M14) 

0.175 0.431 2.934 0.654 0.740 0.268 1.411 7.08E-03 

Villefranche 
(M15) 

0.170 0.420 2.887 0.671 0.739 0.271 1.383 8.10E-03 

Wave-CIS 
(M16) 

0.159 0.438 2.586 0.669 0.372 0.610 1.395 4.15E-03 

                                                                                             Vol. 25, No. 6 | 20 Mar 2017 | OPTICS EXPRESS 6023 



Alternatively, the difference in i
asρ  and asasρ  ( ρδ ) is also analyzed. 

3.2 Results 

The sensitivity analyses were conducted for 17 different combinations of NIR and SWIR 
bands shown on the x-axis of Fig. 4. The band combinations were selected to synthesize the 
performance of the channels aboard existing polar orbiting missions and to demonstrate the 
performance of alternative SWIR channels within the 1600 and 2200nm windows. Figure 4 
shows the median APD (upper panel) associated with the retrievals for models 1 through 8, 
i.e., excluding purely oceanic aerosols, which are variations of existing models [32]. The % 
retrievals (lower panel) are defined as 

 5%% / 100Retrievals n APD N< = ×            (6) 

where 5%n APD<    indicates the number of cases with errors < 5% and N is the total number 

of cases considered. These basic statistics are computed for AOT(869) < 0.3 and sun-sensor 
geometries (N = 751). Note that the performance is evaluated for ( (443) 0wρ = ). The APD 

ranges from 5% to 20% with the 748/869 band pair exhibiting the lowest median APD. It is 
evident that the combination of alternative 1600nm channels (shown in red), i.e., 1565/1610, 
1565/1675, and 1610/1675, performs equally well (or better) than other band combinations. 
The 1565/1675 and 1240/2130 band pairs, for instance, show very similar (~12%) errors. This 
is also evident from % retrievals (lower panel) where the alternative bands are found more  

 

 

Fig. 4. The median absolute percent difference (APD) and the % retrievals (lower panel) are 

shown for the evaluation of the performance of AC at ( )wρ 443 using 17 different band 

combinations. The performance is merely shown for models 1 through 8 (modified models in 

[32]). It is evident that the combinations of new channels (shown in red) are sufficiently 
sensitive to these aerosol models and imaging geometries.  
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sensitive to various imaging scenarios than that of 1610/2257 or 1609/2200 corresponding to 
the VIIRS (or SLSTR) and OLI (or MSI) bands, respectively. Furthermore, the 1240/1630nm 
and 1240/2130nm perform just slightly better than the alternative 1600nm band combinations 
in terms of the % retrievals. Note that if 10% error is accepted as the threshold, i.e., 10%APD<  
is used in Eq. (6), the performance of 748/869 combination reaches > 95% while most other 
SWIR band pairs reach ~ 80%. 

The performance of the AC for models 11 through 16, i.e., AERONET-derived coastal 
models, is shown in Fig. 5. The mean statistics are derived from 967 different simulations 
with AOT(869) < 0.3. Comparing to Fig. 4, significantly larger APDs and lower % retrievals 
are obtained. It is inferred that the combination of alternative (1600nm) bands outperforms 
most SWIR band combinations and performs equally as well as the 748/869 combination. The 
degraded retrievals (% retrievals < 50%) are attributed to the fact that the existing aerosol 
LUT [32] does not well represent aerosol optical properties in coastal areas analyzed here (see 
Appendix). However, if larger errors can be tolerated, i.e., 10%APD< used in Eq. (6), the % 
retrievals can reach 80% and 72% for the 748/869 and 1565/1675 band combinations. 

The above analyses are provided for the 443nm band. Similarly, we further examined the 
retrieval errors for the MODIS 667nm. The results (not shown here) indicated similar relative 
performances for all the band combinations with 748/869 and 1630/2257 exhibiting best and 
worst performances, respectively. 

We further evaluated the performance of the AC for nine selected models and two 
extreme geometries with a median AOT(869) of 0.1. Figure 6 illustrates the difference in 
magnitudes of asρ  and asρ  ( ρδ  in reflectance units) as a metric to gauge the performance for 

SZA 40= ° and a nadir-viewing geometry. The ρδ  can readily be converted to 1 / sr  units by 

dividing by π . The performance is noticeably varying for different models. This implies 
model-dependent performance at the center of the scan. 

 

Fig. 5. The performance of AC assessed for models 11-16, i.e., AERONET-derived aerosol 
models. It is evident that the combinations of alternative channels (shown in red) a) perform as 
well as the 748/869 and b) outperform most other SWIR band combinations. It is worthwhile 
noting that 748/869 band pair provides most valid retrievals and the lowest mean error.  
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Fig. 6. The performance of the AC shown for different band combinations given for nine 
different aerosol test models. The difference between the retrieved aerosol reflectance and 
input aerosol reflectance is regarded as the error metric. The NIR band combination (i.e., 
748/869nm) indicates most consistent performance across various aerosol models. The 
analysis is given for a median AOT(869) of 0.1 and a nadir-viewing geometry. The 
combination of alternative bands within the 1600nm window (e.g., 1565/1675nm) is found to 
lead to relatively stable errors. 

 

Fig. 7. The performance of the ACO shown for different band combinations given for nine 
different aerosol test models. The difference between the retrieved aerosol reflectance and 
input aerosol reflectance is regarded as the error metric. The analysis is given for a median 
AOT(869) of 0.1 and at VZA = SZA = 60°. The combination of alternative bands within the 
1600nm window (e.g., 1565/1675nm) is found to yield satisfactory results. 
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It is found that the 748/869 band pair provides the most robust results (i.e., small 
variability) with minimal errors mostly within ±0.001 range. Amongst all the SWIR band 
combinations, 1240/2130nm and 1565/1675nm are found to exhibit most consistent results. 
Note that most of these test models represent coastal aerosols primarily dominated with fine 
mode particles with very minimal absorption. The geometry examined in Fig. 6, is typical of 
nadir (or near-nadir) viewing satellite imagers, such as OLI and MSI. Figure 7 shows the 
performance of the same subset of models for large air mass fractions, i.e., 
SZA VZA 60= = ° . Similar to Fig. 6, the performance of the NIR band pair is amongst the 
most stable retrievals at this sun-viewing geometry. For instance, most of the band 
combinations do not perform well when M6 is examined. M6 has been modeled by adding 
0.05 to the real part of the index of refraction of the original model 6. Except for M6, similar 
to Fig.6, the 1240/1630 and 1240/2130 combinations show the most robust performance 
amongst all the SWIR band combinations. 

The different band combinations seem to perform more consistent given various models at 
large air mass fractions. To further examine the dependency on SZA, we plotted the mean 
retrieval errors as a function of SZA. Figure 8 illustrates the performance of different band 
pairs as a function of SZA. The performance is illustrated for two sets of models, i.e., M1-M7 
(left) and M11-M16, given VZA 45= ° , AOT(869) < 0.2, and a subset of band pairs. For M1-
M7 the performance tends to degrade towards larger SZAs when the SWIR bands are used. 
However, similar to findings in Gordon and Wang [2], no appreciable trend is found for the 
performance of 748/869 as a function of SZA. The combination of alternative 1600nm 
channels (i.e., 1565/1675) yields similar trends as for other SWIR band combinations (e.g., 
1240/1630). Overall, larger errors are found for the M11-M16 (right), which were derived 
from historic observations at the AERONET stations (note the differences in the scales of the 
plots). This plot further indicates no particular trends in errors as a function of SZA for most 
band combinations except for the alternative bands within the 2200nm window (e.g., 
2130/2257). Similar trends were found when a similar analysis was carried out for was 
carried out for VZA 0= ° . For this geometry and M1-M7, larger errors were found at 
SZA 30= ° , where the observer becomes closer to the backscattering direction.  

 

Fig. 8. The median APD (%) shown as a function of solar zenith angles (SZA) for models M1-
M8 (left) and M11-M16. The median performance is found to only slightly vary for most band 
combinations for 30 60SZA≤ ≤  except that of the SWIR band pairs (i.e., 1610-2257). The 
performance of 748-869 is stable across the SZA range. The overall magnitude of the errors is 
larger for M11-M16 (AERONE-derived models derived nearby coastal areas. 
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For M11-M16, large errors were also found for 2130/2257 and 1610/2257 whereas 1565/1675 
showed, on average, smallest errors. The model- and/or geometry-dependency of the 
performance of AC are thought to be attributed to the changes in the phase angle and, as a 
result, a change in the sensitivity of test models to the 10 aerosol models [32]. Since larger 
APDs are found when the test aerosol models derived from the AERONET coastal stations, it 
is surmised that there is a need to further expand coastal aerosol models to better represent 
coastal aerosols in the operational aerosol LUT. 

The results presented thus far ignore any contributions from instrument calibration 
uncertainties or non-negligible water-leaving radiances in the NIR and SWIR regions. A 
series of sensitivity analyses are followed to address how these factors impact the utility of 
alternative SWIR bands. 

4. Calibration uncertainties 
High uncertainties in the absolute radiometric calibration of the NIR or SWIR bands may lead 
to large errors in rsR  retrievals. Wang and Gordon [36] asserted that errors < 10% in the NIR 

channels yield acceptable level of errors in (443)rsR  for ( )865 0.2AOT < . Franz, Bailey, 

Werdell, and McClain [37] also carried out a sensitivity analysis of the ACO to uncertainties 
in the NIR calibration by retrieving (443)rsR  for various multiplicative gain factors (α ), i.e., 

4%± . They concluded that the retrievals are insensitive to calibration uncertainties < 4% 
over open oceans. On the other hand, most ocean color missions (like MODIS) require < 2% 
uncertainty in all the reflective solar bands [38]. This uncertainty requirement is measured 
and characterized during pre-launch testing and calibration. However, the knowledge of the 
absolute calibration of these bands is not rigorously monitored at low signal levels. 

In this section, we will revisit these analyses for coastal aerosols (with dominant fine-
mode particles) for all of the NIR and NIR-SWIR band combinations and various AOTs. It is 
also assumed that (443)wρ  = 0. The sensitivity analysis is performed by introducing up to 

7%± errors in the NIR and/or SWIR bands for a subset of simulated spectra outlined in 
Section 3. These synthesized errors were applied to the two bands as multiplicative factors, 
i.e., 10.93 1.07α< <  and 20.93 1.07α< < . The increments were set at 0.5%, which yielded 

841 combinations of calibration errors. The simulated errors were further partitioned into two 
groups: a) correlated and b) uncorrelated (or negatively correlated) errors. For the correlated 
errors, we only analyzed the retrievals errors associated with 1 1.0α <  or 2 1.0α <  and 

1 1.0α >  or 2 1.0α > . In other words, the calibration offsets were assumed to either increase 

or decrease the aerosol reflectance.  For the uncorrelated case, the errors were assumed to 
affect the magnitude of input signal in two different directions, i.e., 1 1.0α <  or 2 1.0α >  and 

1 1.0α > . or 2 1.0α < . The total calibration for each instance of simulation is calculated as 

( )
1

2 2 2
1 2α α α= + . The total errors ranging from 0.005 to 0.07 were binned into ~ 0.013Δ  

 ( α 1.3%= ) intervals. The APD is calculated similar to Eq. (5) as below: 

 ( ) 1,2 1,2 1,2i,α α 1 α 1i
as as asAPD λ 443nm,VZA,SZA,AOT ρ ρ  / ρ        100= == = − ×   (7) 

where 1,2i,α
asρ  is an instance of asρ (443)  retrieval (i) derived from two NIR and/or SWIR bands 

scaled by 1α  and 2α  whereas 1,2α 1
asρ =  represents the retrievals at 443nm from an unperturbed 

spectrum (for which unity gains were applied). The median APD within each bin ( Δ ) is then 
computed to represent the total error associated with the corresponding median calibration 
error ( α ). The simulation results expressed in terms of the median APD associated with the  
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Fig. 9. The sensitivity of the AC to various calibration uncertainties for seven example band 
combinations given at Rrs(443). The sensitivity, in general, increases with the band spacing of 
the band pairs. The combination of the new channels (i.e., 1600nm) shows the largest 
sensitivity to calibration uncertainties. A 0.5% uncertainty requirement is needed to ensure 
reasonable performance of AC using the new SWIR channels. 

 

For M11-M16, large errors were also found for 2130/2257 and 1610/2257 whereas 1565/1675 
showed, on average, smallest errors. It is inferred that the band combinations with larger 
intervals in the spectral space exhibit less sensitivity to calibration uncertainties. This denotes 
smaller uncertainties for band combinations where a NIR and a SWIR band are utilized. In 
addition, larger sensitivities are found when the calibration errors are uncorrelated, i.e., 50-
300% larger errors depending on the absolute calibration error. The impact is, in particular, 
significant for band combinations with spacing < 150nm (e.g., 748/869, 1565/1675). For 
successful retrievals using the alternative bands (1565/1675), it is vital to ensure that the total 
calibration errors be correlated and remain < 1%. This is evident from Fig. 9. Furthermore, 
the heritage NIR band combination (748/869) was found very sensitive to uncorrelated 
calibration errors resulting in errors > 20% for α 4%= .The NIR-SWIR band combinations, 
including 869/1630 and 869/2200, are found equally insensitive to correlated errors < 6.5%. 
Nevertheless, 869/2200 marginally outperforms the 869/1630 by only 1% for α 6.5%< . Both 
band combinations yield ( )wρ 443 5%Δ < for α 6%< . These NIR-SWIR combinations have 

been demonstrated to perform well for retrievals from OLI data [24]. Also due to the larger 
spectral spacing, 1240/2130 performs better than 1240/1630 for both correlated and 
uncorrelated calibration errors. The band combinations of 1609/2200 and 1630/2257 are also 
found nearly equally sensitive to correlated calibration errors > 4%, although the former is 
found more sensitive to uncorrelated bands. These observations will have implications for the 
retrievals of Rrs from OLI and MSI imagery using these band combinations. 

Clearly, these simulations do not represent real-world imaging conditions with molecular-
aerosol interactions, multiple scattering, and none-zero water-leaving radiances. Therefore, 
we further processed > 250 VIIRS scenes (all acquired in 2016) to synthesize calibration 
uncertainties and investigate the corresponding impacts on the Rrs products. These scenes 
were locally (i.e., 3 × 3	kmଶ) processed at the locations for which aerosol optical properties 
were derived, i.e., LISCO, Oostende, Villefranche. We also added Lake Tahoe to include 
observed radiances over inland waters. These image subsets were processed to Rrs using the 
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SeaWiFS Data Analysis System (SeaDAS) by introducing calibration uncertainties to the NIR 
and SWIR bands (see the legend in Fig. 10). The median values computed over 5  5× - 
element windows were utilized to represent retrieved Rrs. The calibration uncertainties were 
modeled by scaling the (NIR or SWIR) TOA observations within the range of ±10% with 
2% increments to reduce the computational burden. This resulted in 120 permutations in 
addition to the reference (“error-free”) retrieval ( 1,2α 1

rsR = ) for which unity gains were applied to 

the TOA measurements. The errors in Rrs as a function of correlated calibration errors are 
illustrated in Fig. 10 in both APD (%) and RMSE (1/sr) domains. The RMSE per band 
combination and error interval (∆), is computed as below 

 
( ) ( )1,2 1,2

1

22, , 1

1 1

443 /
j M i N

i j
rs rs

j i

RMSE nm R R N Mα αλΔ

= =
=

= =

 
= = − × 

 


 (8) 

where N is the number of instances of calibration errors falling within Δ  and M is the total 
number of valid VIIRS subset scenes. The median VZA, SZA, and AOT(862) are also 
provided. 

To ensure consistency with the results illustrated in Fig. 9, linear regressions (e.g., 
RMSE  Vs. α ) were performed to provide sensitivities for calibration errors given on the 
abscissa of Fig. 9. The upper panel (Fig. 10) clearly indicates that the results (image-based 
analysis) are in agreement with those shown in Fig. 9. There is, however, slightly higher 
sensitivity (~ 3%) to calibration errors across the range of errors. This is potentially attributed 
to the fact that the simulated retrievals (Fig. 9) were carried out in the single-scattering 
domain. 

 

Fig. 10. The calibration sensitivity analysis obtained by simulating correlated calibration errors 
for the NIR and SWIR bands of VIIRS reported for Rrs(443). The errors are given for APD 
(upper) and RMSE. These results are consistent with those illustrated in Fig. 9. The results 
indicate that the Rrs retrievals using 745/862 bands are sensitive to the total calibration offsets 
> 1%. 
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The APDs are influenced by the magnitude of the Rrs(443), thus, the RMSEs are also 
provided. The RMSEs also allow for comparisons with previous studies [36,37] that reported 
the errors in absolute units. It should be noted that previous studies were mostly concerned 
with data simulations and/or analyses for limited case scenarios over open oceans. The RMSE 
plot further indicates that the 1601/2257 and 1238/1601 band combinations are the second 
and third most sensitive combinations to calibration uncertainties. Note that the corresponding 
errors in Rrs induced by uncorrelated errors (not shown here) were found, on average, twice 
larger than those shown in the upper panel in Fig. 10. 

5. None-zero water-leaving radiances 
The simulations presented to this point assumed negligible water-leaving radiance (i.e., 

wρ 0= ) within the NIR and SWIR portions of the spectrum. However, in extremely turbid 

coastal/inland waters, non-negligible water-leaving radiance is expected. In this section, we 
evaluate the performance of AC in the presence of non-zero water-leaving radiances within 
the NIR and SWIR channels. It has been asserted that there is non-negligible water-leaving 
radiances within the 1020nm and 1240nm SWIR windows [18,39], however, due to the lack 
of high-fidelity in situ instrumentation, R୰ୱ spectra within the 1600nm and 2200nm windows 
have not been well studied. Fig. 11 illustrates a single OLI scene acquired on 12/01/2016 and 
processed using SeaDAS over the Arabian Sea and the Gulf of Cambay concentrations of 
total suspended solids are generally larger than 10 3/g m  [40]. The R୰ୱ	given for 865 and 

1609nm bands clearly indicate non-zero water-leaving radiances in the NIR and SWIR bands. 
For this study, to find out reasonable estimates of rs R  within the NIR and SWIR bands, > 

30 OLI scenes over extremely turbid waters were processed to rs R  products to derive 

rs (R 865) , rs (1R 609) , and rs (2R 200) . These scenes represent turbid waters in the Bay of 

Bangle, Yangtze River basin, the Mississippi River Delta, and the Amazon River Basin. 
These products were obtained by the atmospheric correction carried out in SeaDAS [23] 
using different band combinations of the three available channels, i.e., 865/1609, 865/2200, 
and 865/1609. Following the AC, basic statistics, including median, mean, and standard 
deviations were extracted over highly turbid waters ((i.e., nominal Chla > 5 3/g m ) from the 

OLI products to simulate various turbid water-leaving reflectances. It should be noted that, in 
this sensitivity analysis, the accuracy/precision of the R୰ୱ	retrievals within the NIR-SWIR 
region is not critical. 

 

Fig. 11. The Landsat-8 OLI natural color image is shown alongside the remote-sensing 
reflectance products derived for the 865 and 1609nm bands. Significant backscattered signals 
and high (qualitative) correlation between Rrs(865) and Rrs(1609) are evident from the spatial 
patterns. The image was collected on January 12th 2016. 

A linear interpolation/extrapolation was further carried out to estimate rs R  for other 

channels examined in this study, i.e., 865nm  λ 2257nm≤ ≤ . Recognizing the high 
backscattered signal at 748 nm, we excluded this channel in the analysis. The combination of 
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various rs R values yielded 27 virtual multispectral rs R curves three of which are tabulated in 

Table 3. The Rrs(865) values used here are consistent with the lower bound of values 
published in [41] wherein Rrs  spectra over the sediment-dominated Yangtze River estuary are 
illustrated. These quantities were transmitted to top of the aerosol layer (2km) and added to 
the test aerosol models (Eq. (2)).The retrievals were then conducted using these spectra as 
input. The performance was then evaluated as below 

 ( ) rs rs rsi,R 0 R 0 R 0i
as as asAPD λ 443nm,VZA,SZA,AOT ρ ρ  / ρ        100≠ = == = − ×  (9) 

where 0rsR
asρ =  represents retrievals assuming ( 865 ) 0rsR nmλ ≥ =  whereas , 0rsi R

asρ ≠  is an 

instance of retrieval (i) with ( 865 ) 0rsR nmλ ≥ ≠ . Note that similar to the previous sections 

( )443 0wρ = . 

Table 3. Three sample ( )
 

1 /  
rs

R sr  spectra utilized to model extremely turbid waters 

 rs R (865)    rs R (2130)  

Case 1 0.00402 0.00168 0.000438 6.925e-05 
Case 2 0.00499 0.00199 0.00043 2.871e-05 
Case 3 0.00701 0.00257 0.000437 6.878e-05 

 
The performance of the AC using different band combinations is shown in Fig. 12 (similar 

to Fig. 4). The performance is evaluated for a subset of test cases (~1200), which encompass 
various imaging geometries and AOT(869) (< 0.3). It is important to note that comparing to 
Fig. 4, larger retrieval errors ranging from 25% to 45% are found. It is, thus, recognized that 
the performance of the AC significantly degrades over extremely turbid waters even when 
SWIR bands > 1560nm are utilized for the aerosol removal.  

 

 

Fig. 12. The median absolute percent difference (APD) and the % retrievals (lower panel) are 
shown for the evaluation of the performance of the atmospheric correction (ACO) over 
extremely turbid waters (Table 3). It is evident that the combinations of new channels (shown 
in red) result in similar retrieval errors as those from existing SWIR bands combinations. Note 
the large errors associated with NIR-SWIR band combinations. No attempt for the removal 
water-leaving radiance in the NIR has been made here [13]. 
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The APDs, however, are lower when any combinations of SWIR bands > 1560nm are 
utilized. Although the 869/1240 band combination exhibits lower APDs than those from 
1240/1630, 860/2130, or 869/2257, its % retrievals (lower panel) are very low. The % 
retrieval is defined in Eq. (6). The highest % retrievals (~80%) are associated with retrievals 
when the alternative SWIR bands (shown in red bars) are applied. 

The failure in the retrievals occurs when the computed epsilon (Eq. (3)) falls outside the 
range of the modeled epsilon values. The better performance of these alternative SWIR 
channels is also inferred from their lower APD (upper panel). Since the backscatter signal 
within the SWIR regions is governed primarily by the pure water absorption spectrum [17], 
the closer the spacing of the SWIR bands the more similar the in-water backscattered signals 
are. Therefore, the impact on the epsilon is minimal when removing aerosol radiance. This 
impact, however, is not very significant when compared to the errors in other SWIR band 
combinations (e.g., 1609/2200, 1630/2257). One should note that, in this study, we did not 
attempt to account for the non-zero water-leaving radiance associated with the NIR or SWIR 
bands [13,14]. The incorporation of such methods will potentially reduce the magnitude of 
the errors shown in Fig. 12. 

6. Discussions 
When designing an ocean color imager, there is always an optimal design where a balance 
amongst desirable science outputs, engineering challenges, and cost is met. For future OC 
missions when/if the latter two parameters restrict spectral radiometric observations to a range 
< 1700nm, this study has demonstrated that it is possible to utilize alternative bands at the two 
ends of the 1600nm window, i.e., 1565/1675, to remove/minimize aerosol contributions 
(assuming the GW94 algorithm is utilized). This combination is as equally sensitive to 
different aerosol types as the other existing band combinations and is expected to yield Rrs  
spectra in extremely turbid waters as precise as those obtained via the other SWIR band 
combinations. However, for a robust AC using the GW94 method, strict calibration 
requirements, i.e., < 1%, must be met. Uncorrelated calibration uncertainties (e.g., one band 
biased low and one biased high) must be avoided. These two bands are further required to be 
sufficiently narrow, i.e., FWHM=20 nm, to avoid significant contaminations due to water 
vapor absorptions. Therefore, to maintain high SNR, the use of these bands may be limited to 
ocean color instruments onboard geostationary platforms. 

Although this study has primarily focused on simulating retrievals of Rrs in coastal areas 
using alternative and exiting SWIR bands, the results of the calibration analysis also have 
implications for the retrievals using the heritage NIR band combinations in open oceans. The 
uncorrelated calibration offsets will also impact NIR-SWIR and SWIR-only approaches. 
Therefore, for the existing missions (e.g., MODIS, VIIRS, OLI, MSI, and SLSTR) and multi-
mission product merging practices, it is vital to ensure that the calibrations of these bands are 
well-characterized post-launch using either vicarious or cross-calibration approaches over 
open ocean areas. This is to determine any potential correlated/uncorrelated calibration offsets 
in the NIR and SWIR bands. In particular, for coastal-dominated aerosol conditions, the 
atmospheric correction using the NIR bands (e.g., 748/869) was found sensitive to calibration 
uncertainties. The calibration analyses carried out in this study were different from the 
previous studies [36,37] wherein calibration offsets of the NIR bands were examined for a 
limited set of simulations and/or analyses. It should be emphasized that this study assumed no 
errors in a) the removal of Rayleigh contributions and b) the single-scattering to multiple-
scattering conversion (or vice versa). Any additional errors due to these processes could either 
exacerbate or enhance the results presented here. In addition, efforts must be made to 
characterize and minimize uncorrelated (or negatively correlated) calibration errors, which 
can lead to significant uncertainties in Rrs retrievals. According to the results in Section 5, it is 
expected that the errors in the non-zero water-leaving radiances in the NIR and SWIR 
dominate the total error budget (i.e., there less sensitivity to the choice of aerosol models), 
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which highlights the need for the removal of water-leaving radiances using appropriate bio-
optical models. 

7. Conclusion 
The addition of the SWIR bands onboard ocean color mission requires a strong justification 
as adding such capabilities bears significant cost and engineering challenges. This manuscript 
seeks to evaluate the usability of alternative SWIR bands within the 1600nm window to allow 
for the exclusion of bands within the 2200nm window onboard geostationary missions. We 
examined the band-ratio based atmospheric correction [2] using alternative SWIR bands and 
compared the results with those from the existing NIR-SWIR bands onboard existing polar 
orbiting missions. It was found that the two alternative narrow bands, i.e., 1565/1675, provide 
sufficient sensitivity to various aerosol models. The two bands were also found to yield 
reasonable retrievals in extreme water turbidity levels. Nevertheless, for successful retrievals 
of water-leaving reflectance ( wρ 5%Δ < ) the total uncertainty budget for the calibration of 

these alternative SWIR bands must be better than 1%. Overall, the sensitivity to calibration 
uncertainties is expected to be high for closely spaced (i.e., < 150nm) spectral bands. 
Therefore, it is possible to successfully process ocean color products over coastal waters 
using these SWIR channels provided they are well characterized and calibrated. When using 
the existing SWIR bands (e.g., OLI, MSI, or VIIRS) for atmospheric correction, care must be 
taken regarding the interpretation of the results as small calibration errors can induce high 
uncertainties in Rrs products. Future studies may be dedicated to demonstrating these analyses 
using recorded coastal imagery, including hyperspectral airborne images, in coastal/inland 
waters. 

Appendix 
The optical properties of the aerosol test models derived from AERONET stations, including 
Helgoland (M10), LISCO (M11), Oostende (M12), Venise (M13), Villefranche (M14), and 
Wave_CIS (M15), were computed using the Mie theory. The corresponding spectra of single 
scattering albedo (SSA) are compared against the modified standard models (M1-M7) in Fig. 
13.  

 

Fig. 13. The SSA spectra shown for various aerosol models. M1-M7 are the modified standard 
models used for AC in operational processing and M11-M16 are those derived from six 
AERONET stations. 

                                                                                             Vol. 25, No. 6 | 20 Mar 2017 | OPTICS EXPRESS 6034 



Both shapes and magnitudes of M11-M16 noticeably differ from those of M1-M7 suggesting 
that relatively large errors in the retrievals of Rrs may be expected at these coastal stations. 
Note that the coastal models represented in [32] were derived from three AERONET sites in 
Chesapeake Bay region. The median AOT at 550nm for these sites were 0.152, 0.127, 0.175, 
0.235, 0.168, and 0.138, respectively and the median angstrom exponents calculated from the 
440-870nm bands were 1.0, 1.68, 1.13, 1.45, 1.36, and 1.19, respectively. 
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