# Penalised least square in sparse setting with convex penalty and non gaussian errors 

Doualeh Abdillahi-Ali, Nourddine Azzaoui, Arnaud Guillin, Guillaume Le<br>Mailloux, Tomoko Matsui

## - To cite this version:

Doualeh Abdillahi-Ali, Nourddine Azzaoui, Arnaud Guillin, Guillaume Le Mailloux, Tomoko Matsui. Penalised least square in sparse setting with convex penalty and non gaussian errors. Acta Mathematica Scientia, 2021, 41 (6), pp.2198-2216. 10.1007/s10473-021-0624-0 . hal-03240201

HAL Id: hal-03240201 https://uca.hal.science/hal-03240201

Submitted on 28 May 2021

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

# Penalised least square in sparse setting with convex penalty and non gaussian errors 

Doualeh Abdillahi-Ali ${ }^{\dagger}$, Nourddine Azzaoui ${ }^{\dagger}$, Arnaud Guilin ${ }^{\dagger}$, Guillaume Le Mailloux ${ }^{\triangleright}$, and Tomoko Matsui*<br>${ }^{\dagger}$ Laboratoire de Mathematiques Blaise Pascal,UMR CNRS 6620<br>${ }^{\circ}$ Centre Borelli, UMR9010<br>*The Institute of Statistical Mathematics Tokyo Japan

21 may 2021


#### Abstract

This paper considers the penalized least squares estimators with convex penalties or regularisation norms. We provide sparsity oracles inequalities for the prediction error for a general convex penalty and for the particular cases of Lasso and Group Lasso estimators in a regression setting. The main contributions are that our oracle inequalities are established for the more general case where the observations noise is issued from probability measures that satisfy a weak spectral gap (or Poincaré) inequality instead of gaussian distributions, and five easier to verify bounds on compatibility. We Illustrate our results on a heavy tailed example and a sub gaussian one; we especially give the explicit bounds of the oracle inequalities for these two special examples.


## Introduction

High-dimensional statistical models have been thoroughly studied in recent research and literatures. In particular, penalized Least Square (LS) estimators have been proposed and extensively investigated; for example the $\ell_{1}$ norm penalized estimator LASSO and its extensions. A common feature of these estimators is the fact that the penalty is a norm satisfying some specific decomposability conditions. As shown in [5], the two main ingredients of the analysis are based on the restricted eigenvalue compatibility property, and the empirical process bounding the stochastic error. With this approach, several techniques have been proposed for a unified treatment of LS estimators with decomposable penalties, a wide overview can be found in $[13,15,8]$. Classical results were derived via oracle inequalities depending on unspecified compatibility parameters. On the other hand the penalties (and thus, the estimators) depend on the distribution with which the oracle inequality holds. To overcome these problems, a tentative for a general solution were achieved by the small ball method see for instance [10, 12]. Under gaussian noise, many results have been established for the sparsity oracle inequalities for LASSO estimators in different situations: (1) the fixed design case $[5,4,3,1,9,6,8](2)$ results based on confidence level tied to the tuning parameter see for instance $[5,9,6,8](3)$ in the case where the noise are i.i.d. sub-gaussian see for example [3]. For instance, in [3, 14], sparsity oracle inequalities for the Lasso estimators are obtained in random design regression especially when all entries of the design matrix are i.i.d. standard gaussian independent of the observations errors. In this work, we consider the classical general framework of regression model. Using the same notations as in $[1,8]$ it is expressed by the following :

$$
\begin{equation*}
\mathbf{Y}=\mathbf{f}+\xi \tag{1}
\end{equation*}
$$

We assume in this paper that the distribution of the noise random vector $\xi$ satisfies a weak spectral gap inequality. Following the definition and notations in [2, 7], a probability measure $\mu$ satisfies a weak spectral gap (or a weak Poincaré) inequality if there exists a function $\gamma:(0,+\infty) \longrightarrow \mathbb{R}^{+}$ such that every local function $h: M \longrightarrow \mathbb{R}$ satisfies for all $s>0$ the inequality:

$$
\begin{equation*}
\operatorname{Var}_{\mu}(h) \leq \gamma(s) \int|\nabla h|^{2} d \mu+s O s c(h)^{2} \tag{2}
\end{equation*}
$$

Where $O s c(h)=\sup h-\inf h$ is the total oscillation of the function $h$. We place ourselves in high-dimensional statistics setting, by considering a design matrix $\mathbb{X} \in \mathbb{R}^{n \times p}$ with $p \gg n$. We consider to generalise, to Hilbert spaces, the following classical estimation problem of $\mathbf{f}$ by $\mathbb{X} \hat{\beta}$ where:

$$
\begin{equation*}
\hat{\beta} \in \underset{\beta \in \mathbb{R}^{p}}{\arg \min }\|\mathbf{Y}-\mathbb{X} \beta\|_{n}^{2}+F(\beta) \tag{3}
\end{equation*}
$$

The empirical norm $\|\cdot\|_{n}$ is defined by $\|u\|_{n}^{2}=\frac{1}{n} \sum_{i=1}^{n} u_{i}^{2}$ and $F: \mathbb{R}^{p} \rightarrow \mathbb{R}^{+}$is a convex penalty function, being the $l_{1}$ norm for the Lasso case for example.

The main result of this paper, is to derive oracle inequalities for the prediction error of the penalized estimator $\hat{\beta}$ solution of (3) under the assumption that the noise random vector $\xi$ in (1) follows a probability measure that satisfies a weak spectral gap inequality [2]. Our result is based on the so-called compatibility constant defined as follows.

$$
\mu_{c_{0}}(\beta)=\inf \left\{\mu>0:\left\|\mathcal{P}_{\beta} u\right\| \leq \mu\|\mathbb{X} u\|_{n}, \forall u:\left\|\mathcal{P}_{\beta}^{\perp} u\right\| \leq c_{0}\left\|\mathcal{P}_{\beta} u\right\|\right\}
$$

where $\mathcal{P}$ is an operator verifying a decomposability condition; as an example we use orthogonal projector for LASSO application. Without loss of generality, we illustrate our result on regression model (1) where the noise vector $\xi$ follows a heavy tailed distribution expressed as the product measure of $d \mu_{\alpha}(t)=\frac{\alpha(1+|t|)^{-1-\alpha}}{2} d t$ for $\alpha>2$ which satisfies a weak spectral gap inequality with $\gamma(s)=c_{\alpha}(s / n)^{-2 / \alpha}, s \in(0,1 / 4)$ [2, 7, Example 8]. Furthermore, in the LASSO setting, we establish an explicit lower bound for the compatibility constant depending on the sparsity $s$ and $\kappa$ the maximal correlation between columns of $\mathbb{X}$; namely $\mu_{c_{0}}(\beta) \leq \frac{s}{1-\kappa s}$. We then provide the explicit oracle inequality; $\|\mathbb{X} \hat{\beta}-\mathbf{f}\|_{n}^{2}-\|\mathbb{X} \beta-\mathbf{f}\|_{n}^{2} \leq \frac{32\left(\left(2 p c_{\alpha} n\right)^{1 / \alpha}+\sqrt{n} \bar{a}\right)^{2} s}{n(1-2 \sqrt{\kappa s})^{2}}$. The main difference from works known in litterature is that our oracle inequalities are obtained under nongaussian distribution satisfying the weak Poincaré inequality, and our compatibility bounds are easier ton handle than in $[4,3,1]$. Indeed, in contrast to classical results, we provide an explicit upper bound of the compatibility constant in the oracle inequality for Lasso and group Lasso estimator.

## 2 Statement of the problem and preliminary results

Let $\mathcal{H}$ be a Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and its corresponding norm $\|\cdot\|_{\mathcal{H}}$. Let $\mathbb{B}$ a closed convex subset of $\mathcal{H}$. We will be interested in a regression problem as in (1) where $\mathbf{f} \in \mathbb{R}^{n}$ is an unknown deterministic mean and $\xi \in \mathbb{R}^{n}$ is a random noise vector. Let $\mathbb{P}$ be the probability distribution of $\xi$ satisfying a weak spectral gap inequality with function $\gamma$ defined in (2). We focus on estimates of $\mathbf{f}$ having the form $\mathbb{X} \hat{\beta}$ where $\hat{\beta} \in \mathbb{B}$ is data determined like in (3). The matrix $\mathbb{X}$ represents a linear operator from $\mathcal{H} \rightarrow \mathbb{R}^{n}$. We aim to investigate the prediction performances of the estimator $\hat{\beta}$ defined as the solution of the problem minimization :

$$
\begin{equation*}
\hat{\beta} \in \underset{\beta \in \mathbb{B}}{\arg \min }\|\mathbf{y}-\mathbb{X} \beta\|_{n}^{2}+F(\beta) \tag{4}
\end{equation*}
$$

where $F: \mathcal{H} \rightarrow \mathbb{R}^{+}$is a convex penalty function.

### 2.1 Preliminary results

We expose here, two propositions giving the key ingredients for the proof of our main result. The first proposition, based on convexity argument and some simple algebra, provide a deterministic bound of the prediction error in terms of $\|\mathbb{X} \beta-\mathbf{f}\|_{n}^{2}$ up to an additional random term.
Proposition 2.1. If $\hat{\beta}$ is a solution of the minimization problem (4), Then $\hat{\beta}$ satisfies, for all $\beta$ $\in \mathbb{B}$ and for all $\boldsymbol{f} \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} \leq \frac{2}{n} \xi^{T} \mathbb{X}(\hat{\beta}-\beta)+F(\beta)-F(\hat{\beta})-\|\mathbb{X}(\hat{\beta}-\beta)\|_{n}^{2} \tag{5}
\end{equation*}
$$

Proof. The proof mainly relies on the sub-differentials and optimality condition of convex functions and some simple algebra. For details and a complete proof see for instance [1, Proposition 3.2].

The second proposition provides an upper bound of the random quantity $\frac{1}{n} \xi^{T} \mathbb{X}(\hat{\beta}-\beta)$ that holds with large enough probability.
Proposition 2.2. Let $\mathbb{P}$ satisfies a weak spectral gap inequality (2) with a function $\gamma$. Let $h: \mathcal{H} \rightarrow$ $[0,+\infty[$ be a positive homogeneous mapping and let $\tau>0$. Denote the event :

$$
\begin{equation*}
\Omega=\left\{\sup _{u \in \mathcal{H}: h(u) \leq 1} \frac{1}{n} \xi^{T} \mathbb{X} u \leq \tau\right\} \tag{6}
\end{equation*}
$$

and assume it to satisfy $\mathbb{P}(\Omega) \geq \frac{1}{2}$. Then, for $k \geq 1, c \geq 0$ and $s \in(0,1 / 4)$, we have

$$
\begin{equation*}
\mathbb{P}\left(\forall u \in \mathcal{H}: \frac{1}{n} \xi^{T} \mathbb{X} u \leq(\tau+k) \max \left(h(u), c\|\mathbb{X} u\|_{n}\right)\right) \geq 1-3 \Theta(k c \sqrt{n}) \tag{7}
\end{equation*}
$$

where $\Theta(x)=\inf \left\{s \in(0,1 / 4) ; \exp \left(\frac{-x}{4 \sqrt{\gamma(s)}}\right) \leq s\right\}$ vanishes when $x$ goes to infinity.
Proof. Define the function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and the subset $T \subset \mathcal{H}$ as follows :

$$
f(\xi)=\sup _{u \in T} \frac{1}{n} \xi^{T} \mathbb{X} u \quad \text { and } \quad T=\left\{u \in \mathcal{H}: \max \left(h(u), c\|\mathbb{X} u\|_{n}\right) \leq 1\right\}
$$

It is easy to verify that, for every $\xi_{1}, \xi_{2} \in \mathbb{R}^{n}$, we have,

$$
\left|f\left(\xi_{1}\right)-f\left(\xi_{2}\right)\right| \leq \frac{1}{c \sqrt{n}}\left\|\xi_{1}-\xi_{2}\right\|_{2}
$$

By the concentration inequality $[2$, theorem 8$]$ and the fact that $f$ is a $\frac{1}{c \sqrt{n}}$-Lipschitz function, we have with probability at least $1-3 \Theta(k c \sqrt{n})$,

$$
\begin{aligned}
\sup _{u \in T} \frac{1}{n} \xi^{T} \mathbb{X} u & \leq \operatorname{Med}\left(\sup _{u \in T} \frac{1}{n} \xi^{T} \mathbb{X} u\right)+k \\
& \leq \operatorname{Med}\left(\sup _{u \in \mathcal{H}: h(u) \leq 1} \frac{1}{n} \xi^{T} \mathbb{X} u\right)+k
\end{aligned}
$$

where $\Theta(u)=\inf \left\{s \in(0,1 / 4) ; \exp \left(\frac{-u}{4 \sqrt{\gamma(s)}}\right) \leq s\right\}$ tends to 0 when $u$ tends to infinity. The notation $\operatorname{Med}(Z)$ stands for the median of the random variable $Z$.

Assume that $\mathbb{P}\left(\sup _{u \in \mathcal{H}: h(u) \leq 1} \frac{1}{n} \xi^{T} \mathbb{X} u \leq \tau\right) \geq 1 / 2$, then the median of $\sup _{u \in \mathcal{H}: h(u) \leq 1} \frac{1}{n} \xi^{T} \mathbb{X} u$ can be bounded from above by $\tau$. This implies that, with probability at least $1-3 \Theta(k c \sqrt{n})$,

$$
\forall u \in \mathcal{H}, \frac{1}{n} \xi^{T} \mathbb{X} u \leq(\tau+k) \max \left(h(u), c\|\mathbb{X} u\|_{n}\right),
$$

this achieves the proof.

### 2.2 Main assumptions of decomposability and compatibility

Consider the linear operator $\mathbb{X}: \mathcal{H} \rightarrow \mathbb{R}^{n}$ defined by the relation:

$$
\begin{equation*}
\mathbb{X} \beta=\left(\left\langle\beta, X_{1}\right\rangle, \cdots,\left\langle\beta, X_{n}\right\rangle\right)^{T}, \forall \beta \in \mathcal{H} \tag{8}
\end{equation*}
$$

where $X_{1}, \cdots, X_{n}$ are deterministic elements of $\mathcal{H}$. The convex penalty $F: \mathcal{H} \rightarrow \mathbb{R}$ is taken proportional, with a tunning parameter $\lambda>0$, to a regularization norm :

$$
F(\beta)=\lambda\|\beta\| .
$$

The estimator $\hat{\beta}$ introduced in (4) becomes then :

$$
\begin{equation*}
\hat{\beta} \in \underset{\beta \in \mathbb{B}}{\arg \min }\|\mathbb{X} \beta-y\|_{n}^{2}+\lambda\|\beta\| \tag{9}
\end{equation*}
$$

Before establishing our main results, we recall two others important ingredients under which oracle inequalities are obtained namely the decomposability assumptions of the regularization norm and the compatibility factor.

- Decomposability assumption and consequences: Let $A$ be a subset of $\mathcal{H}$ for which we associate a linear operator $\mathcal{P}_{A}: \mathcal{H} \rightarrow \mathcal{H}$ and $\mathcal{P}_{A}^{\perp}=\mathcal{I}-\mathcal{P}_{A}$ where $\mathcal{I}$ is the identity operator.

Assumption 2.1. We suppose that there exists a subset $\mathbb{A}$ of $\mathbb{B}$ such that:

$$
\mathcal{P}_{A} A=A, \forall A \in \mathbb{A} \quad \text { and } \quad\|A\|+\left\|\mathcal{P}_{A}^{\perp} B\right\|=\left\|A+\mathcal{P}_{A}(A-B)\right\|, \forall A \in \mathbb{A}, \forall B \in \mathcal{H}
$$

The last assumption has been also discussed in [1, Assumption 4.2]. One can see easily that, for the $\ell_{1}$ regularization norm, the decomposability assumption is satisfied when the linear operator $\mathcal{P}_{A}$ is an orthogonal projector. As a consequence of the decomposability assumption 2.1, we have the following triangular property :

Corollary 2.1. The above assumption 2.1 implies the following triangular property:

$$
\begin{equation*}
\mathcal{P}_{A} A=A, \forall A \in \mathbb{A} \quad \text { and } \quad\|A\|-\|B\| \leq\left\|\mathcal{P}_{A}(A-B)\right\|-\left\|\mathcal{P}_{A}^{\perp} B\right\| \tag{10}
\end{equation*}
$$

This corollary has been discussed also in [1, Assumption 4.1]. In the case of $\ell_{1}$ regularization norm, the decomposability assumption and triangular property are defined differently in $[8$, paragraph 2.5].

## - Compatibility factor assumption

Another main ingredient for the proof of our main result is the compatibility factor [1]. For any $A \in \mathcal{H}$ and for any constant $c_{0} \geq 0$, define the following cone in $\mathbb{B}$ as follows:

$$
\mathbb{C}_{A, c_{0}}=\left\{B \in \mathbb{B}:\left\|\mathcal{P}_{A}^{\perp} B\right\| \leq c_{0}\left\|\mathcal{P}_{A} B\right\|\right\}
$$

The compatibility factor associated to the cone $\mathbb{C}_{A, c_{0}}$ is the quantity :

$$
\begin{equation*}
\mu_{c_{0}}(A)=\inf \left\{\mu>0:\left\|\mathcal{P}_{A} B\right\| \leq \mu\|\mathbb{X} B\|_{n}, \forall B \in \mathbb{C}_{A, c_{0}}\right\} \tag{11}
\end{equation*}
$$

On of our main contribution is to provide upper bounds on this compatibility factor, with easy to verify assumptions.

## 3 Main results and Oracle inequalities

The next theorem states our main result in the case of distributions verifying the spectral gap inequality.

Theorem 3.1. Let $\mathbb{P}$ satisfies a weak spectral gap inequality with function $\gamma$. Assume that assumption 2.1 holds. Let $\tau>0$ and suppose that $\Omega$ defined in (6) satisfies $\mathbb{P}(\Omega) \geq \frac{1}{2}$. Let $k \geq 1, c \geq 0$ and $\lambda \geq 2(\tau+k)$. Then, the estimator $\hat{\beta}$ (9) satisfy with probability at least $1-3 \Theta(k c \sqrt{n})$,

$$
\begin{equation*}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2} \leq \inf _{\beta \in A}\left[\|\mathbb{X} \beta-f\|_{n}^{2}+\frac{(\lambda+2(\tau+k))^{2}}{4} \mu_{c_{0}}^{2}(\beta)\right]+\frac{(\lambda+2(\tau+k))^{2} c^{2}}{4} \tag{12}
\end{equation*}
$$

where $\Theta(u)=\inf \left\{s \in(0,1 / 4) ; \exp \left(\frac{-u}{4 \sqrt{\gamma(s)}}\right) \leq s\right\}$ goes to 0 when $u$ goes to infinity.
Proof. Let us consider the positive simple function $h(u)=\|u\|$. Combining the two inequalities from proposition 2.1 and proposition 2.2 , we get with probability at least $1-3 \Theta(k c \sqrt{n})$

$$
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} \leq 2(\tau+k) \max \left(\|u\|, c\|\mathbb{X} u\|_{n}\right)+\lambda\|\beta\|-\lambda\|\hat{\beta}\|-\|\mathbb{X} u\|_{n}^{2}
$$

where $u=\hat{\beta}-\beta$. For the rest of the proof we distinguish tree cases :
Case 1. $\beta \in \mathbb{A}$ is such that $\|u\|<c\|\mathbb{X} u\|_{n}$. This will imply that,

$$
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} \leq 2(\tau+k) c\|\mathbb{X} u\|_{n}+\lambda\|\beta\|-\lambda\|\hat{\beta}\|-\|\mathbb{X} u\|_{n}^{2}
$$

using the triangle inequality $\lambda\|\beta\|-\lambda\|\hat{\beta}\| \leq \lambda\|\hat{\beta}-\beta\|$ and $\|u\|<c\|\mathbb{X} u\|_{n}$ imply,

$$
\begin{aligned}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} & \leq 2(\tau+k) c\|\mathbb{X} u\|_{n}+\lambda c\|\mathbb{X} u\|_{n}-\|\mathbb{X} u\|_{n}^{2} \\
& \leq(2(\tau+k)+\lambda) c\|\mathbb{X} u\|_{n}-\|\mathbb{X} u\|_{n}^{2}
\end{aligned}
$$

using inequality $2 a b \leq a^{2}+b^{2}$ we obtain,

$$
\begin{align*}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} & \leq \frac{(2(\tau+k)+\lambda)^{2} c^{2}}{4}+\|\mathbb{X} u\|_{n}^{2}-\|\mathbb{X} u\|_{n}^{2} \\
& \leq \frac{(2(\tau+k)+\lambda)^{2} c^{2}}{4} \tag{13}
\end{align*}
$$

Thus inequality (12) is satisfied.
Case 2. $\beta \in \mathbb{A}$ is such that $\|u\|>c\|\mathbb{X} u\|_{n}$. Then,

$$
\begin{equation*}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} \leq 2(\tau+k)\|u\|+\lambda\|\beta\|-\lambda\|\hat{\beta}\|-\|\mathbb{X} u\|_{n}^{2} \tag{14}
\end{equation*}
$$

Assumption 2.1 with $A=\beta$ and $B=\hat{\beta}$ allow to write,

$$
\|\beta\|-\|\hat{\beta}\| \leq\left\|\mathcal{P}_{\beta}(\beta-\hat{\beta})\right\|-\left\|\mathcal{P}_{\beta}^{\perp} \hat{\beta}\right\|,
$$

and the triangle inequality implies,

$$
\begin{aligned}
\|\hat{\beta}-\beta\| & =\left\|\mathcal{P}_{\beta}(\hat{\beta}-\beta)+\mathcal{P}_{\beta}^{\perp}(\hat{\beta}-\beta)\right\| \\
& \leq\left\|\mathcal{P}_{\beta}(\hat{\beta}-\beta)\right\|+\left\|\mathcal{P}_{\beta}^{\perp}(\hat{\beta}-\beta)\right\| .
\end{aligned}
$$

Combining the last two inequalities and (14), we obtain

$$
\begin{equation*}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} \leq(\lambda+2(\tau+k))\left\|\mathcal{P}_{\beta} u\right\|-(\lambda-2(\tau+k))\left\|\mathcal{P}_{\beta}^{\perp} u\right\|-\|\mathbb{X} u\|_{n}^{2} \tag{15}
\end{equation*}
$$

Case 2.1. $\beta \in \mathbb{A}$ is such that $\|u\|>c\|\mathbb{X} u\|_{n}$ and $(\lambda+2(\tau+k))\left\|\mathcal{P}_{\beta} u\right\|<(\lambda-2(\tau+k))\left\|\mathcal{P}_{\beta}{ }^{\perp} u\right\|$. In view of inequality (15) we get,

$$
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} \leq 0
$$

and

$$
\begin{equation*}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2} \leq\|\mathbb{X} \beta-f\|_{n}^{2} \tag{16}
\end{equation*}
$$

Which implies that inequality (12) holds
Case 2.2. $\beta \in \mathbb{A}$ is such that $\|u\|>c\|\mathbb{X} u\|_{n}$ and $(\lambda-2(\tau+k))\left\|\mathcal{P}_{\beta}^{\perp} u\right\|<(\lambda+2(\tau+k))\left\|\mathcal{P}_{\beta} u\right\|$.
Then $u$ belongs to the cone $\mathbb{C}_{\beta, c_{0}}=\left\{u \in \mathcal{H}:\left\|\mathcal{P}_{\beta}^{\perp} u\right\| \leq c_{0}\left\|\mathcal{P}_{\beta} u\right\|\right\}$ where $c_{0}=\frac{\lambda+2(\tau+k)}{\lambda-2(\tau+k)}$. We use the compatibility factor associated to $\mathbb{C}_{\beta, c_{0}}$, $\mu_{c_{0}}(\beta)=\inf \left\{\mu>0:\left\|\mathcal{P}_{\beta} u\right\| \leq \mu\|\mathbb{X} u\|_{n}, \forall u \in H: 0 \leq(\lambda+2(\tau+k))\left\|\mathcal{P}_{\beta} u\right\|-(\lambda-2(\tau+k))\left\|\mathcal{P}_{\beta}^{\perp} u\right\|\right\}$, so that $\left\|\mathcal{P}_{\beta} u\right\| \leq \mu_{c_{0}}(\beta)\|\mathbb{X} u\|_{n}$. This and inequality (15) yield,

$$
\begin{aligned}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} & \leq(\lambda+2(\tau+k))\left\|\mathcal{P}_{\beta} u\right\|-\|\mathbb{X} u\|_{n}^{2} \\
& \leq(\lambda+2(\tau+k)) \mu_{c_{0}}(\beta)\|\mathbb{X} u\|_{n}-\|\mathbb{X} u\|_{n}^{2}
\end{aligned}
$$

Using the obvious inequality $2 a b<a^{2}+b^{2}$

$$
\begin{align*}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} & \leq \frac{(\lambda+2(\tau+k))^{2}}{4} \mu_{c_{0}}^{2}(\beta)+\|\mathbb{X} u\|_{n}^{2}-\|\mathbb{X} u\|_{n}^{2} \\
& \leq \frac{(\lambda+2(\tau+k))^{2}}{4} \mu_{c_{0}}^{2}(\beta) \tag{17}
\end{align*}
$$

This achieves the proof of inequality (12).

In the following we describe direct applications of proposition 2.2 and theorem (3.1), by investigating two examples of distributions verifying the spectral gap inequality (2). The first one is issued from the heavy tailed family obtained from the product of the probability distribution $d \mu_{\alpha}(t)=\frac{\alpha(1+|t|)^{-1-\alpha}}{2} d t$. The second example is from the sub-exponential family as a product of measures of the form, $d \nu_{r}=d_{r} e^{-|t|^{r}} d t, \forall r \in(0,1)$.

- A heavy tailed example: We consider on $\mathbb{R}^{n}$, the distribution $\mathbb{P}$ issued from the product probability measure of

$$
\begin{equation*}
d \mu_{\alpha}(t)=\frac{\alpha(1+|t|)^{-1-\alpha}}{2} d t \text { for } \alpha>2 . \tag{18}
\end{equation*}
$$

This measure satisfies a weak spectral gap inequality with,

$$
\gamma(s)=c_{\alpha}\left(\frac{s}{n}\right)^{-2 / \alpha}, \quad \text { for } s \in\left(0, \frac{1}{4}\right)
$$

For more details see discussions in [2, example 8]. Let $h: \mathcal{H} \rightarrow[0,+\infty[$ be a positive homogeneous mapping and let $\tau>0$. Assume that the event $\Omega$ defined in (6) satisfies $\mathbb{P}(\Omega) \geq \frac{1}{2}$. Then, there exists constants $t_{0}(\alpha)>e$ and $C(\alpha)$ such that $\frac{t c \sqrt{n}}{n^{\frac{1}{\alpha}}} \geq t_{0}(\alpha)$ and by applying, proposition 2.2 for $c \geq 0$, we have:

$$
\mathbb{P}\left(\forall u \in \mathcal{H}: \frac{1}{n} \xi^{T} \mathbb{X} u \leq(\tau+t) \max \left(h(u), c\|\mathbb{X} u\|_{n}\right)\right) \geq 1-\frac{1}{2} C(\alpha)\left(\frac{\log \left(\frac{t c \sqrt{n}}{n^{\frac{1}{\alpha}}}\right)}{\frac{t c \sqrt{n}}{n^{\frac{1}{\alpha}}}}\right)^{\alpha}
$$

We deduce then, by appying theorem 3.1 that the estimator $\hat{\beta}$ (9) satisfy with probability at least $\left.1-\frac{1}{2} C(\alpha)\left(\frac{\log \left(\frac{t c \sqrt{n}}{n}\right)}{\frac{t c \sqrt{n}}{n}}\right)^{\frac{1}{\alpha}}\right)^{\alpha}$

$$
\begin{equation*}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2} \leq \inf _{\beta \in A}\left[\|\mathbb{X} \beta-f\|_{n}^{2}+\frac{(\lambda+2(\tau+t))^{2}}{4} \mu_{c_{0}}^{2}(\beta)\right]+\frac{(\lambda+2(\tau+t))^{2} c^{2}}{4} \tag{19}
\end{equation*}
$$

- A sub-exponential example: In this case, we consider $\mathbb{P}$ as the product of the probability measure,

$$
\begin{equation*}
d \nu_{r}=d_{r} e^{-|t|^{r}} d t \text { for } r \in(0,1) \tag{20}
\end{equation*}
$$

This measure satisfies also a weak spectral gap inequality with:

$$
\gamma(s)=k_{r}\left(\log \left(\frac{2 n}{s}\right)\right)^{(2 / r)-s}, s \in(0,1 / 4)
$$

For more details see for instance [2, example 9$]$. Let $h: \mathcal{H} \rightarrow[0,+\infty[$ be a positive homogeneous mapping and let $\tau>0$. We suppose that $\Omega$ satisfies $\mathbb{P}(\Omega) \geq \frac{1}{2}$. Then, for $k \geq 0, c \geq 0$ and $r \in(0,1)$, we have
$\mathbb{P}\left(\forall u \in \mathcal{H}: \frac{1}{n} \xi^{T} \mathbb{X} u \leq(\tau+k) \max \left(h(u), c\|\mathbb{X} u\|_{n}\right)\right) \geq 1-5 \exp \left(\frac{-c_{r} k c \sqrt{n}}{\max \left((k c \sqrt{n})^{r}, \log n\right)^{1 / r-1}}\right)$
where $c_{r}$ is a constant depending only on $r$. In particular, for a fixed $\epsilon$, a large $n$, and $k$ verifying $k \geq c_{r}\left(\log \frac{10}{\epsilon}\right)(\log n)^{\frac{1}{r}-1}$, we have:

$$
\mathbb{P}\left(\forall u \in \mathcal{H}: \frac{1}{n} \xi^{T} \mathbb{X} u \leq\left(\tau+\frac{k}{c \sqrt{n}}\right) \max \left(h(u), c\|\mathbb{X} u\|_{n}\right)\right) \geq 1-\frac{\epsilon}{2}
$$

In this example, the estimator $\hat{\beta}$ given by the minimisation problem (9) satisfy with probability at least $1-5 \exp \left(\frac{-c_{r} k c \sqrt{n}}{\max \left((k c \sqrt{n})^{r}, \log n\right)^{1 / r-1}}\right)$,

$$
\begin{equation*}
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2} \leq \inf _{\beta \in A}\left[\|\mathbb{X} \beta-f\|_{n}^{2}+\frac{(\lambda+2(\tau+k))^{2}}{4} \mu_{c_{0}}^{2}(\beta)\right]+\frac{(\lambda+2(\tau+k))^{2} c^{2}}{4} \tag{21}
\end{equation*}
$$

In particular, for $\lambda \geq 2\left(\tau+\frac{k}{c \sqrt{n}}\right)$, then with probability at least $1-\frac{\epsilon}{2}$,

$$
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2} \leq \inf _{\beta \in A}\left[\|\mathbb{X} \beta-f\|_{n}^{2}+\frac{\left(\lambda+2\left(\tau+\frac{k}{c \sqrt{n}}\right)\right)^{2}}{4} \mu_{c_{0}}^{2}(\beta)\right]+\frac{\left(\lambda+2\left(\tau+\frac{k}{c \sqrt{n}}\right)\right)^{2} c^{2}}{4}
$$

## 4 Application to the classical LASSO and group LASSO

We use the same notations as in [1]; we denote $|\cdot|_{q}$ for the $\ell_{q}$ norm of a finite dimensional vector, $1 \leq q \leq \infty$. The support of $\beta$ will be denoted $\operatorname{supp}(\beta)=\left\{j: \beta_{j} \neq 0\right\}$. If $\left(e_{j}\right)_{j=1, \cdots, p}$ is the canonical basis of $\mathbb{R}^{p}$, then $\beta_{S}$ will denote the orhtogonal projection of $\beta$ onto the linear span of $\left\{e_{j}: j \in S\right\}$ for $S \subset\{1, \cdots, p\}$.

### 4.1 Application to LASSO

In this case $\mathcal{H}=\mathbb{B}=\mathbb{R}^{p}$ equipped with the Euclidean norm $\|\cdot\|_{\mathcal{H}}=|\cdot|_{2}$. The penalty function is given by $\|$.$\| the \ell_{1}$ norm. Then the estimator $\hat{\beta}$ defined in (9) is the LASSO estimator

$$
\begin{equation*}
\hat{\beta} \in \underset{\beta \in \mathbb{R}^{p}}{\arg \min }\|\mathbb{X} \beta-y\|_{n}^{2}+\lambda|\beta|_{1} \tag{22}
\end{equation*}
$$

where $\lambda>0$ is a tuning parameter. For $\beta \in \mathbb{R}^{p}$, we consider the decomposability conditions with $\mathcal{P}_{\beta}$, the orthogonal projection operator onto the linear span of $\left\{e_{j}: j \in \operatorname{supp}(\beta)\right\}$. Following a similar argument as in [1] or [3, 8], one can show, using the duality between $\ell_{1}$ and $\ell_{\infty}$ norms, that for LASSO setting the set $\Omega$ defined in (6), becomes:

$$
\Omega=\left\{\sup _{u \in \mathbb{R}^{p}:|u|_{1} \leq 1} \frac{1}{n} \xi^{T} \mathbb{X} u \leq \tau\right\}=\left\{\sup _{u \in \mathbb{R}^{p}:|u|_{1} \leq 1} \frac{1}{n}\left(\mathbb{X}^{T} \xi\right)^{T} u \leq \tau\right\}=\left\{\frac{1}{n}\left|\mathbb{X}^{T} \xi\right|_{\infty} \leq \tau\right\}
$$

In the following we recall that, in the LASSO setting, the assumption 2.1 holds for the orthogonal projector operator.

### 4.2 Upper bound of the compatibility factor

In this section we state a close form for the upper bound of the compatibility factor $\mu_{c_{0}}(\beta)$. For this purpose, we need the following results:

Lemma 4.1. In the LASSO setting we have the following:

1. For the orthogonal projector operator $\mathcal{P}_{\beta}$, the assumption'2.1 is satisfied.
2. The compatibility factor can be expressed as follows:

$$
\begin{equation*}
\mu_{c_{0}}(\beta)=\frac{\lambda-a}{\lambda+a} \sup _{u \in \mathbb{R}^{p}:\left|\mathcal{P}_{\beta}^{\perp} u\right|_{1} \leq c_{0}\left|\mathcal{P}_{\beta} u\right|_{1}} \frac{c_{0}\left|\mathcal{P}_{\beta} u\right|_{1}-\left|\mathcal{P}_{\beta}^{\perp} u\right|_{1}}{\|\mathbb{X} u\|_{n}} \tag{23}
\end{equation*}
$$

where $a=2(\tau+t)$ and $c_{0}=\frac{\lambda+a}{\lambda-a}$.
3. We assume the empirical norm of the columns $\mathbb{X} e_{j}$ are normalized(ie. $\left\|\mathbb{X} e_{j}\right\|_{n}=1, \forall 1 \leq$ $j \leq p$ ), and we write $\kappa=\sup _{1 \leq i \neq j \leq p} \frac{\left|\left\langle\mathbb{X} e_{i}, \mathbb{X} e_{j}\right\rangle\right|}{n}$, the maximal correlation between columns in $\mathbb{X} \in \mathbb{R}^{n \times p}$. For all $u \in \mathbb{R}^{p}$, we have:

$$
\|\mathbb{X} u\|_{n}^{2} \geq|u|_{2}^{2}-\kappa|u|_{1}^{2}
$$

Proof. We use a similar argument as in $[3,1]$ to verify the decomposability assumptions 2.1.

1. For $\beta \in \mathbb{R}^{p}$, by definition $\mathcal{P}_{\beta}=\operatorname{Proj}_{\{e j: j \in \operatorname{supp}(\beta)\}}$ where $\operatorname{supp}(\beta)=\left\{j: \beta_{j} \neq 0\right\}$, we have

$$
\mathcal{P}_{\beta} \beta=\sum_{j=1}^{p} \beta_{j} \operatorname{Proj}_{\{e j: j \in \operatorname{supp}(\beta)\}} e_{j}=\sum_{j=1}^{p} \beta_{j} e_{j} \mathbb{1}_{\{j \in \operatorname{supp}(\beta)\}}=\sum_{j \in \operatorname{supp}(\beta)} \beta_{j} e_{j}=\beta
$$

consider $\dot{\beta}=\sum_{j=1}^{p} \dot{\beta}_{j} e_{j}$. We have,

$$
|\beta|_{1}-|\dot{\beta}|_{1}=\left|\sum_{j \in \operatorname{supp}(\beta)} \beta_{j} e_{j}\right|_{1}-\left|\sum_{j=1}^{p} \dot{\beta}_{j} e_{j}\right|_{1}=\sum_{j \in \operatorname{supp}(\beta)}\left|\beta_{j}\right|-\sum_{j \in \operatorname{supp}(\beta)}\left|\dot{\beta}_{j}\right|-\sum_{j \in \operatorname{supp}(\beta)}\left|\dot{\beta}_{j}\right|
$$

using the triangular inequality $\sum_{j \in \operatorname{supp}(\beta)}\left|\beta_{j}\right|-\sum_{j \in \operatorname{supp}(\beta)}\left|\dot{\beta}_{j}\right| \leq \sum_{j \in \operatorname{supp}(\beta)}\left|(\beta-\dot{\beta})_{j}\right|$, we have

$$
|\beta|_{1}-|\dot{\beta}|_{1} \leq\left|\mathcal{P}_{\beta}(\beta-\dot{\beta})\right|_{1}-\left|\mathcal{P}_{\beta}^{\perp} \dot{\beta}\right|_{1}
$$

2. Taking $c_{0}=\frac{\lambda+a}{\lambda-a}$ and we recal that:

$$
\mu_{c_{0}}(\beta)=\inf \left\{\mu>0:\left|\mathcal{P}_{\beta} u\right|_{1} \leq \mu\|\mathbb{X} u\|_{n}, \forall u \in \mathbb{R}^{p}:\left|\mathcal{P}_{\beta}^{\perp} u\right|_{1} \leq c_{0}\left|\mathcal{P}_{\beta} u\right|_{1}\right\}
$$

Using the fact that $\frac{1}{c_{0}}\left|\mathcal{P}_{\beta}^{\perp} u\right|_{1} \leq\left|\mathcal{P}_{\beta} u\right|_{1} \leq \mu\|\mathbb{X} u\|_{n} \Rightarrow \frac{c_{0}\left|\mathcal{P}_{\beta} u\right|_{1}-\left|\mathcal{P}_{\beta}^{\perp} u\right|_{1}}{c_{0}\|\mathbb{X} u\|_{n}} \leq \mu$. We can write, $\mu_{c_{0}}(\beta)=\inf \left\{\mu>0: \frac{1}{c_{0}} \times \frac{c_{0}\left|\mathcal{P}_{\beta} u\right|_{1}-\left|\mathcal{P}_{\beta}^{\perp} u\right|_{1}}{\|\mathbb{X} u\|_{n}} \leq \mu, \forall u \in \mathbb{R}^{p}:\left|\mathcal{P}_{\beta}^{\perp} u\right|_{1} \leq c_{0}\left|\mathcal{P}_{\beta} u\right|_{1}\right\}$. which implies equality (23).
3. A simple algebric shows the result as follows:

$$
\begin{aligned}
\|\mathbb{X} u\|_{n}^{2} & =\frac{1}{n}\left\langle u, \mathbb{X}^{T} \mathbb{X} u\right\rangle \\
& =\frac{1}{n} \sum_{1 \leq i, j \leq p}\left\langle\mathbb{X} e_{i}, \mathbb{X} e_{j}\right\rangle u_{i} u_{j} \\
& =\sum_{i=1}^{p}\left\|\mathbb{X} e_{i}\right\|_{n}^{2} u_{i}^{2}+\sum_{1 \leq i \neq j \leq p} \frac{\left\langle\mathbb{X} e_{i}, \mathbb{X} e_{j}\right\rangle}{n} u_{i} u_{j} \\
& \geq|u|_{2}^{2}-\kappa \sum_{i=1}^{p} \sum_{j \neq i}\left|u_{j} \| u_{i}\right| \\
& \geq|u|_{2}^{2}-\kappa|u|_{1}^{2}
\end{aligned}
$$

Let us denote $\zeta=\frac{\left|P_{\beta}^{\perp} u\right|_{1}}{\left|P_{\beta} u\right|_{1}}$. Using the expression (23) of the compatibility factor, inequaltiy of lemma 4.1, homogeneity of $\ell_{1}$ norm and equality $|u|_{1}=\left|P_{\beta} u\right|_{1}+\left|P_{\beta}^{\perp} u\right|_{1}=(1+\zeta)\left|P_{\beta} u\right|_{1}$, we get the following upper bound for the compatibility factor:

$$
\begin{equation*}
\mu_{c_{0}}(\beta)^{2} \leq \frac{(\lambda-a)^{2}}{(\lambda+a)^{2}} \sup _{0 \leq \zeta \leq c_{0}} \sup _{\substack{\left|P_{\beta}^{\perp} u\right|_{1}^{1}=\zeta\left|P_{\beta} u\right|_{1} \\|u|_{2}=1}} \frac{\left(c_{0}-\zeta\right)^{2}}{1-\kappa(1+\zeta)^{2}\left|P_{\beta} u\right|_{1}^{2}}\left|P_{\beta} u\right|_{1}^{2} \tag{24}
\end{equation*}
$$

In the following proposition we give, for a fixed $\zeta$, the value of the supremum of the right hand side of inequality (24).

Proposition 4.1. Fix $\zeta \in(0,1)$. For every $\beta \in \mathbb{R}^{p}$ such that $|\operatorname{supp}(\beta)|=\left|\left\{j: \beta_{j} \neq 0\right\}\right|=s$ for some integer $1 \leq s \leq p$, we have:

$$
\sup _{\substack{\left|P_{\beta}^{\perp} u\right|_{1}=\zeta\left|P_{\beta} u\right|_{1} \\|u|_{2}=1}}\left|P_{\beta} u\right|_{1}=\sqrt{\frac{s(p-s)}{p-s+\zeta^{2} s}} .
$$

Proof. The proof relies on constrained optimization and Lagrange multiplier methods. Assume $u_{j}>0$ and that the support of $\beta$ constitutes the first $s$ coordinates. The lagrangien of $u \in$ $\mathbb{R}^{p}, \nu_{1} \in \mathbb{R}, \nu_{2} \in \mathbb{R}:$

$$
\mathcal{L}\left(u, \nu_{1}, \nu_{2}\right)=\sum_{j=1}^{s} u_{j}-\nu_{1}\left(\sum_{j=1}^{p} u_{j}^{2}-1\right)-\nu_{2}\left(\sum_{j=s+1}^{p} u_{j}-\zeta \sum_{j=1}^{s} u_{j}\right)
$$

Differentiating $\mathcal{L}\left(u, \nu_{1}, \nu_{2}\right)$ with respect to $u_{j}, 1 \leq j \leq p$ yields

$$
\begin{align*}
& \partial_{j} \mathcal{L}=1-2 \nu_{1} u_{j}-\nu_{2}\left(\mathbb{1}_{\{j>s\}}-\zeta \mathbb{1}_{\{j \leq s\}}\right)=0 \\
& \Longleftrightarrow \quad 2 \nu_{1} u_{j}=1-\nu_{2}\left(\mathbb{1}_{\{j>s\}}-\zeta \mathbb{1}_{\{j \leq s\}}\right) \tag{25}
\end{align*}
$$

Let $\widetilde{s}=\#\left\{j \leq s \mid u_{j} \neq 0\right\}$ and $\widetilde{p-s}=\#\left\{s+1 \leq j \leq p: u_{j} \neq 0\right\}$. Then the constraints give the following equations:

$$
\left\{\begin{array} { c } 
{ | u | _ { 2 } ^ { 2 } = 1 } \\
{ | P _ { \beta } ^ { \perp } u | _ { 1 } = \zeta | P _ { \beta } u | _ { 1 } }
\end{array} \Longleftrightarrow \left\{\begin{array}{cc}
\left(2 \nu_{1}\right)^{2} & =\widetilde{s}\left(\nu_{2} \zeta+1\right)^{2}+\widetilde{p-s}\left(\nu_{2}-1\right)^{2} \\
\widetilde{p-s}\left(\nu_{2}-1\right) & =\quad-\zeta \widetilde{s}\left(\nu_{2} \zeta+1\right)
\end{array}\right.\right.
$$

Combining the two equalities (25) and $\left(2 \nu_{1}\right)^{2}=\widetilde{s}\left(\nu_{2} \zeta+1\right)^{2}+\widetilde{p-s}\left(\nu_{2}-1\right)^{2}$, we get

$$
u_{j}^{2}=\frac{\left(\nu_{2} \zeta+1\right)^{2}}{\left(2 \nu_{1}\right)^{2}}=\left(\widetilde{s}+\frac{\zeta^{2} \widetilde{s}^{2}}{\widetilde{p-s}}\right)^{-1}, j \leq s
$$

we then deduce the objective function $\left|P_{\beta} u\right|_{1}$

$$
\left|P_{\beta} u\right|_{1}=\frac{\widetilde{s}}{\sqrt{\widetilde{s}+\frac{\zeta^{2} \widetilde{s}^{2}}{p-s}}}=\sqrt{\frac{\widetilde{s} \tilde{p-s}}{\widetilde{p-s}+\zeta^{2} \widetilde{s}}}
$$

The map, $(\widetilde{s}, \widetilde{p-s}) \longmapsto \frac{\widetilde{s-s}}{\widetilde{p-s+\zeta^{2}} \widetilde{s}}=\left(\frac{\zeta^{2}}{\overline{p-s}}+\frac{1}{\widetilde{s}}\right)^{-1}$ is maximal for $\widetilde{s}=s$ and $\widetilde{p-s}=p-s$.
We give an upper bound of $\mu_{c_{0}}(\beta)$ for all s-sparse vector $\beta \in \mathbb{R}^{p}$ under condition on the matrix $\mathbb{X}$ from the following proposition.
Proposition 4.2. For $\beta \in \mathbb{R}^{p}$ s-sparse(ie. $\left.|\operatorname{supp}(\beta)| \leq s\right)$ and $\kappa$ the maximal correlation between two columns of matrix $\mathbb{X}$, under the condition $\kappa s\left(1+c_{0}\right)^{2} \leq 1+\frac{c_{0}^{2} s}{p-s}$, we have:

$$
\begin{equation*}
\mu_{c_{0}}(\beta)^{2} \leq \frac{s}{1-\kappa s} \tag{26}
\end{equation*}
$$

Proof. By proposition 4.1 and inequality (24), we get the following upper bound of the compatibility factor,

$$
\mu_{c_{0}}(\beta)^{2} \leq \frac{(\lambda-a)^{2}}{(\lambda+a)^{2}} \sup _{0 \leq \zeta \leq c_{0}} \frac{\left(c_{0}-\zeta\right)^{2} s(p-s)}{(p-s)+\zeta^{2} s-\kappa(1+\zeta)^{2} s(p-s)}
$$

The upper bound of the function $\zeta \longmapsto \frac{\left(c_{0}-\zeta\right)^{2} s(p-s)}{(p-s)+\zeta^{2} s-\kappa(1+\zeta)^{2} s(p-s)}$ is finite if the denominator is positif when $\zeta=c_{0}$ namely under the condition $\kappa s\left(1+c_{0}\right)^{2} \leq 1+\frac{c_{0}^{2} s}{p-s}$.

### 4.3 Appliaction to special distributions

In this section we establish explicit oracle inequalities for the tow examples of heavy tailed and sub-exponential distributions discussed bellow. In order to show the main results we need to find, for each distribution family, $\tau$ such that $\mathbb{P}(\Omega)>1 / 2$.
Lemma 4.2. Let $\mathbb{X}$ be a deterministic matrix $\in \mathbb{R}^{n \times p}$, the we have:

1. Suppose that the probability distribution $\mathbb{P}$ is issued from the product of(18). In this case if

$$
\tau \geq \frac{\left(2 p c_{\alpha} n\right)^{1 / \alpha}\left\|\mathbb{X} e_{j}\right\|_{n}+\sqrt{n} \bar{a}}{\sqrt{n}}
$$

where $\bar{a}=t_{0}(\alpha)+\int_{t_{0}(\alpha)}^{\infty} C(\alpha)\left(\frac{\log (t)}{t}\right)^{\alpha} \mathrm{d} t$. Then $\mathbb{P}(\Omega) \geq 1 / 2$.
2. Suppose that the probability distribution $\mathbb{P}$ is issued from the product of(20), then if

$$
\tau \geq \frac{\ln (20 p)}{c_{r}} \max \left(\frac{\ln (20 p)}{c_{r}}, \log (n)\right)^{1 / r-1} \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{b}
$$

where $\bar{b}=\int_{0}^{\infty} 10 \exp \left(\frac{-c_{r} k}{\max \left(k^{r}, \log n\right)^{1 / r-1}}\right) \mathrm{d} t$ and $c_{r}$ is a quantity depending only on $r$. then $\mathbb{P}(\Omega) \geq 1 / 2$

Proof. Define $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by :

$$
f(z)=\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} z
$$

Then, for every $z_{1}, z_{2} \in \mathbb{R}^{n},\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right| \leq \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}\left|z_{1}-z_{2}\right|_{2}$. Therefore, $f$ is a Lipschitz function with Lipschitz constant $\frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}$.

1. By the concentration inequality [2] applied to (18), there exists constants $t_{0}(\alpha)>e$ and $C(\alpha)$ such that for all $t>t_{0}(\alpha)$,

$$
\mathbb{P}\left(\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi-M e d\left[\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right]\right| \geq \frac{t n^{\frac{1}{\alpha}}\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}\right) \leq \varphi(t)
$$

where $\varphi(t)=C(\alpha)\left(\frac{\log (t)}{t}\right)^{\alpha}$. Replacing median by mean, we have

$$
\mathbb{P}\left(\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi-\mathbb{E}\left(\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right)\right| \geq \frac{\operatorname{tn} \frac{1}{\alpha}\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{a}\right) \leq \varphi(t)
$$

where $\bar{a}=t_{0}(\alpha)+\int_{t_{0}(\alpha)}^{\infty} C(\alpha)\left(\frac{\log (t)}{t}\right)^{\alpha} \mathrm{d} t$. We know that $\mathbb{E}\left(\left(\mathbb{X} e_{j}\right)^{T} \xi\right)=\sum_{i=1}^{n} x_{i j} \mathbb{E}\left(\xi_{i}\right)=0$.
We deduce then that, for all $t>t_{0}(\alpha)$,

$$
\mathbb{P}\left(\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right| \geq \frac{t n^{\frac{1}{\alpha}}\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{a}\right) \leq C(\alpha)\left(\frac{\log t}{t}\right)^{\alpha}
$$

It follows that,

$$
\begin{aligned}
\mathbb{P}\left(\max _{j=1, \ldots, p}\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right| \geq \frac{t n^{\frac{1}{\alpha}}\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{a}\right) & \leq \sum_{j=1}^{p} \mathbb{P}\left(\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right| \geq \frac{t n^{\frac{1}{\alpha}}\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{a}\right) \\
& \leq p C(\alpha)\left(\frac{\log t}{t}\right)^{\alpha}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{P}\left(\max _{j=1, \ldots, p}\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right| \leq \frac{t n^{\frac{1}{\alpha}}\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{a}\right) & \geq 1-p C(\alpha)\left(\frac{\log t}{t}\right)^{\alpha} \\
& \geq 1-\frac{p c_{\alpha}}{t^{\alpha}}
\end{aligned}
$$

This probability is greater than $1 / 2$ if $t \geq\left(2 p c_{\alpha}\right)^{1 / \alpha}$ and then,

$$
\tau \geq \frac{\left(2 p c_{\alpha} n\right)^{1 / \alpha}\left\|\mathbb{X} e_{j}\right\|_{n}+\sqrt{n} \bar{a}}{\sqrt{n}}
$$

2. The concentration inequality [2, example 9] applied to (20), leads to,

$$
\mathbb{P}\left(\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi-\operatorname{Med}\left[\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right]\right| \geq k \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}\right) \leq 10 \exp \left(\frac{-c_{r} k}{\max \left(k^{r}, \log n\right)^{1 / r-1}}\right)
$$

Replacing median by mean, we have

$$
\mathbb{P}\left(\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi-\mathbb{E}\left(\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right)\right| \geq k \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{b}\right) \leq 10 \exp \left(\frac{-c_{r} k}{\max \left(k^{r}, \log n\right)^{1 / r-1}}\right)
$$

where $\bar{b}=\int_{0}^{\infty} 10 \exp \left(\frac{-c_{r} k}{\max \left(k^{r}, \log n\right)^{1 / r-1}}\right) \mathrm{d} t$. Since $\mathbb{E}\left(\left(\mathbb{X} e_{j}\right)^{T} \xi\right)=0$, we have,

$$
\mathbb{P}\left(\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right| \geq k \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{b}\right) \leq 10 \exp \left(\frac{-c_{r} k}{\max \left(k^{r}, \log n\right)^{1 / r-1}}\right)
$$

We deduce that

$$
\begin{aligned}
\mathbb{P}\left(\max _{j=1, \ldots, p}\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right| \geq k \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{b}\right) & \leq \sum_{j=1}^{p} \mathbb{P}\left(\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right| \geq k \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{b}\right) \\
& \leq 10 p \exp \left(\frac{-c_{r} k}{\max \left(k^{r}, \log n\right)^{1 / r-1}}\right)
\end{aligned}
$$

and

$$
\mathbb{P}\left(\max _{1 \leq j \leq p}\left|\frac{1}{n}\left(\mathbb{X} e_{j}\right)^{T} \xi\right| \leq k \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{b}\right) \geq 1-10 p \exp \left(\frac{-c_{r} k}{\max \left(k^{r}, \log n\right)^{1 / r-1}}\right)
$$

if $k^{r} \geq \log (n)$, this probability is greater than $1 / 2$. If $k \geq\left(\frac{\ln (20 p)}{c_{r}}\right)^{1 / r}$, this implies that $\tau \geq\left(\frac{\ln (20 p)}{c_{r}}\right)^{1 / r} \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{b}$. Otherwise if $k^{r} \leq \log (n)$, this probability is greater than $1 / 2$ if $k \geq(\log n)^{1 / r-1} \frac{\ln (20 p)}{c_{r}}$, then we have $\tau \geq(\log n)^{1 / r-1} \frac{\ln (20 p)}{c_{r}} \frac{\left\|\mathbb{X} e_{j}\right\|_{n}}{\sqrt{n}}+\bar{b}$.

Combining equation (19) of theorem 3.1, proposition 4.2 and lemma 4.2, we have an oracle inequality for the Lasso estimator with tuning parameter that can be explicitly lower bounded in the case of the heavy tailed and the sub-exponential examples discussed above.

Theorem 4.1. Assume that $\xi \rightsquigarrow \mathbb{P}$ where $\mathbb{P}$ is the $n$-fold product of $d \mu_{\alpha}(t)=\frac{\alpha(1+|t|)^{-1-\alpha}}{2} d t$ and that $\mathbb{X}$ is deterministic and all the diagonal elements of the matrix $\frac{1}{n} \mathbb{X}^{T} \mathbb{X}$ are equal to 1 . Let $\kappa$ the maximal correlation between two columns of matrix $\mathbb{X}$. Let $p \geq 2, \alpha>2, c_{\alpha}>0$ and $s \in\{1, \ldots, p\}$. Consider the Lasso estimator $\hat{\beta}$ defined by (22) with tunning parameter

$$
\lambda \geq \frac{4\left(\left(2 p c_{\alpha} n\right)^{1 / \alpha}+\sqrt{n} \bar{a}\right)}{(1-2 \sqrt{\kappa s}) \sqrt{n}}
$$

where $\bar{a}=t_{0}(\alpha)+\int_{t_{0}(\alpha)}^{\infty} C(\alpha)\left(\frac{\log (t)}{t}\right)^{\alpha} \mathrm{d} t$.
Then, with probability at least $1-\frac{c_{\alpha}}{\frac{2\left(\left(\left(2 p c_{\alpha} n\right)^{1 / \alpha}+\sqrt{n} \bar{a}\right) \sqrt{s}\right)^{\alpha}}{n}}$, we have

$$
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-\boldsymbol{f}\|_{n}^{2} \leq \frac{32\left(\left(2 p c_{\alpha} n\right)^{1 / \alpha}+\sqrt{n} \bar{a}\right)^{2} s}{n(1-2 \sqrt{\kappa s})^{2}}
$$

Proof. Let the matrix $\mathbb{X} \in \mathbb{R}^{n \times p}$ be deterministic such that $\left\|\mathbb{X} e_{j}\right\|_{n}=1$ and $c^{2}=\frac{s}{1-\kappa s}$. Let $\lambda$ such that $\kappa s\left(1+c_{0}\right)^{2} \leq 1+\frac{c_{0}^{2} s}{p-s}$ where $c_{0}=\frac{\lambda+a}{\lambda-a}$, we get $\lambda=\frac{a}{1-2 \sqrt{\kappa s}}$ where $a=2(\tau+t)$.

With $\tau=t=\frac{\left(2 p c_{\alpha} n\right)^{1 / \alpha}+\sqrt{n} \bar{a}}{\sqrt{n}}$, we have $a=\frac{4\left(\left(2 p c_{\alpha} n\right)^{1 / \alpha}+\sqrt{n} \bar{a}\right)}{\sqrt{n}}$. By lemma $4.2 \mathbb{P}(\Omega) \geq 1 / 2$. Using theorem 2 we obtain :

$$
\begin{aligned}
\|\mathbb{X} \hat{\beta}-\mathbf{f}\|_{n}^{2}-\|\mathbb{X} \beta-\mathbf{f}\|_{n}^{2} & \leq \frac{2}{4}\left(4 t+\frac{4 t}{1-2 \sqrt{\kappa s}}\right)^{2} \frac{s}{1-\kappa s} \\
& \leq \frac{2}{4} \times \frac{64 t^{2}(1-\sqrt{\kappa s})^{2}}{(1-2 \sqrt{\kappa s})^{2}} \times \frac{s}{1-\kappa s} \\
& \leq \frac{32 t^{2} s}{(1-2 \sqrt{\kappa s})^{2}}
\end{aligned}
$$

We have a similar result for the sub-exponential example that we state in the following theorem.
Theorem 4.2. Assume that $\xi \rightsquigarrow \mathbb{P}$ where $\mathbb{P}$ is the $n$-fold product of $d \nu_{r}=d_{r} e^{-|t|^{r}}$ dt for $r \in(0,1)$ and that $\mathbb{X}$ is deterministic and all the diagonal elements of the matrix $\frac{1}{n} \mathbb{X}^{T} \mathbb{X}$ are equal to 1. Let $\kappa$ the maximal correlation between two columns of matrix $\mathbb{X}$. Let $p \geq 2$ and $s \in\{1, \ldots, p\}$. Consider the Lasso estimator $\hat{\beta}$ defined by (22) with tunning parameter

$$
\lambda \geq \frac{4\left(\ln (20 p) \max \left(\frac{\ln (20 p)}{c_{r}}, \log (n)\right)^{1 / r-1}+\sqrt{n} c_{r} \bar{b}\right)}{(1-2 \sqrt{\kappa s}) \sqrt{n} c_{r}}
$$

Then, with probability at least $1-5 \exp \left(\frac{-\sqrt{s}\left(\ln (20 p) \max \left(\frac{\ln (20 p)}{c_{r}}, \log (n)\right)^{1 / r-1}+\sqrt{n} c_{r} \bar{b}\right)}{\max \left(\left(\frac{\ln (20 p) \max \left(\frac{\ln (20 p)}{c_{r}}, \log (n)\right)^{1 / r-1}+\sqrt{n} c_{r} \bar{b}}{c_{r} \sqrt{(1-\kappa s)}} \sqrt{s}\right)^{r}, \log (n)\right)^{1 / r-1}}\right)$,
we have

$$
\|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-\boldsymbol{f}\|_{n}^{2} \leq \frac{32\left(\ln (20 p) \max \left(\frac{\ln (20 p)}{c_{r}}, \log (n)\right)^{1 / r-1}+c_{r} \sqrt{n} \bar{b}\right)^{2} s}{n c_{r}^{2}(1-2 \sqrt{\kappa s})^{2}}
$$

where $\bar{b}=\int_{0}^{\infty} 10 \exp \left(\frac{-c_{r} k}{\max \left(k^{r}, \log n\right)^{1 / r-1}}\right) \mathrm{d} t$ and $c_{r}$ is a quantity depending only on $r$.
Proof. We use the same technique as for theorem 4.1. Let $\lambda$ such that $\kappa s\left(1+c_{0}\right)^{2}=1 \leq 1+\frac{c_{0}^{2} s}{p-s}$ where $c_{0}=\frac{\lambda+a}{\lambda-a}$, we get $\lambda=\frac{a}{1-2 \sqrt{\kappa s}}$ where $a=2(\tau+t)$.
With $\tau=k=\frac{\left(\ln (20 p) \max \left(\frac{\ln (20 p)}{c_{r}}, \log (n)\right)^{1 / r-1}+\sqrt{n} c_{r} \bar{b}\right)}{\sqrt{n} c_{r}}$, we have
$a=\frac{4\left(\ln (20 p) \max \left(\frac{\ln (20 p)}{c_{r}}, \log (n)\right)^{1 / r-1}+\sqrt{n} c_{r} \bar{b}\right)}{\sqrt{n} c_{r}}$ and by lemma 4.2 we get $\mathbb{P}(\Omega) \geq 1 / 2$. Using theorem 3.1 we obtain :

$$
\begin{aligned}
\|\mathbb{X} \hat{\beta}-\mathbf{f}\|_{n}^{2}-\|\mathbb{X} \beta-\mathbf{f}\|_{n}^{2} & \leq \frac{2}{4}\left(4 k+\frac{4 k}{1-2 \sqrt{\kappa s}}\right)^{2} \frac{s}{1-\kappa s} \\
& \leq \frac{2}{4} \times \frac{64 k^{2}(1-\sqrt{\kappa s})^{2}}{(1-2 \sqrt{\kappa s})^{2}} \times \frac{s}{1-\kappa s} \\
& \leq \frac{32 k^{2} s}{(1-2 \sqrt{\kappa s})^{2}} .
\end{aligned}
$$

### 4.4 Application to Group LASSO in case of the heavy tailed example

In order to shorten the length of the paper, we will discuss, in this sub-section, only the case where $\xi$ is having a heavy tailed distribution issued from (18). A similar result can be obtained for the other sub-exponential example. We begin by introducing the notations usually adopted in literature for the group LASSO as follows: Let $G_{1}, \cdots, G_{M}$ be a partition of $\{1, \cdots, p\}$. We denote $\beta_{G_{k}}=\left(\beta_{j}\right)_{j \in G_{k}}$ and, for every $1 \leq p<\infty$, we define the mixed ( $2, q$ )-norm and ( $2, \infty$ )-norm of $\beta$ as follows :

$$
\left\{\begin{array}{l}
|\beta|_{2, q}=\left(\sum_{k=1}^{M}\left(\sum_{j \in G_{k}} \beta_{j}^{2}\right)^{q / 2}\right)^{1 / q} \\
|\beta|_{2, \infty}==\max _{1 \leq k \leq M}\left|\beta_{G_{k}}\right|_{2}
\end{array}\right.
$$

For any $\beta \in \mathbb{R}^{p}$, we define the regularization norm $\|$.$\| as follows :$

$$
\begin{equation*}
\|\beta\|=|\beta|_{2,1}=\sum_{k=1}^{M}\left|\beta_{G_{k}}\right|_{2} \tag{27}
\end{equation*}
$$

The Group LASSO estimator is a solution of the convex minimization problem

$$
\begin{equation*}
\hat{\beta} \in \underset{\beta \in \mathbb{R}^{p}}{\arg \min }\|\mathbb{X} \beta-y\|_{n}^{2}+\lambda \sum_{k=1}^{M}\left|\beta_{G_{k}}\right|_{2} \tag{28}
\end{equation*}
$$

Without loss of generality, we assume, in the following, that the groups $G_{k}$ have the same cardinality $\left|G_{k}\right|=p / M, k=1, \cdots, M$. Since we consider mainly sparse vectors, it is convenient to define a generalisation of the support conecept. To any $\beta \in \mathbb{R}^{p}$, let :

$$
\mathscr{K}(\beta)=\left\{k \in\{1, \cdots, M\}: \beta_{G_{k}} \neq 0\right\} .
$$

It plays the role of support by block of vector $\beta$. As for the LASSO application, we begin by verifying the decomposability assumptions and we bound the compatibility factor for the heavy tailed example introduced above.

Lemma 4.3. Consider $\mathbb{X}$ is a matrix $\in \mathbb{R}^{n \times p}$ and $\beta \in \mathbb{R}^{p}$,

1. the decomposability assumptions'2.1 are satisfied when $\mathcal{P}_{\beta}$ is the orthogonal projection operator onto the linear span of $\left\{e_{j}: j \in \bigcup_{k \in \mathscr{K}(\beta)} G_{k}\right\}$.
2. The event $\Omega$ defined in (6) takes the following form :

$$
\Omega=\left\{\max _{1 \leq k \leq M} \frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2} \leq \tau\right\}
$$

where $\mathbb{X}_{G_{k}}$ is the $n \times\left|G_{k}\right|$ sub-matrix of $\mathbb{X}$ formed by the columns indexed by $G_{k}$.
Proof. 1. For $\beta \in \mathbb{R}^{p}$ and $\mathcal{P}_{\beta}=\operatorname{Proj}_{\left\{e_{j}: j \in \mathrm{U}_{k \in \mathscr{K}(\beta)} G_{k}\right\}}$, We have

$$
\begin{aligned}
\mathcal{P}_{\beta} \beta & =\sum_{j=1}^{p} \beta_{j} \operatorname{Proj}_{\left\{e_{j}: j \in \bigcup_{k \in \mathscr{K}(\beta)} G_{k}\right\}} e_{j} \\
& =\sum_{j=1}^{p} \beta_{j} e_{j} \mathbb{1}_{\left\{j \in \bigcup_{k \in \mathscr{K}(\beta)} G_{k}\right\}}=\sum_{j \in \bigcup_{k \in \mathscr{K}(\beta)} G_{k}} \beta_{j} e_{j}=\beta .
\end{aligned}
$$

Consider $\dot{\beta}=\sum_{j=1}^{p} \dot{\beta}_{j} e_{j}$. We have,

$$
\begin{aligned}
|\beta|_{2,1}-|\dot{\beta}|_{2,1} & =\sum_{k \in \mathscr{K}(\beta)}\left|\beta_{G_{k}}\right|_{2}-\sum_{k=1}^{M}\left|\beta_{G_{k}}^{\prime}\right|_{2} \\
& =\sum_{k \in \mathscr{K}(\beta)}\left|\beta_{G_{k}}\right|_{2}-\sum_{k \in \mathscr{K}(\beta)}\left|\beta_{G_{k}}^{\prime}\right|_{2}-\sum_{k \in \mathscr{K}^{c}(\beta)}\left|\beta_{G_{k}}^{\prime}\right|_{2} .
\end{aligned}
$$

Applying the triangular inequality $\sum_{k \in \mathscr{K}(\beta)}\left|\beta_{G_{k}}\right|_{2}-\sum_{k \in \mathscr{K}(\beta)}\left|\beta_{G_{k}}^{\prime}\right|_{2} \leq \sum_{k \in \mathscr{K}(\beta)}\left|(\beta-\dot{\beta})_{G_{k}}\right|_{2}=$ $\left|\mathcal{P}_{\beta}(\beta-\dot{\beta})\right|_{2,1}$, we have

$$
|\beta|_{2,1}-|\dot{\beta}|_{2,1} \leq\left|\mathcal{P}_{\beta}(\beta-\dot{\beta})\right|_{2,1}-\left|\mathcal{P}_{\beta}^{\perp} \dot{\beta}\right|_{2,1}
$$

2. The event $\Omega=\left\{\sup _{v \in \mathbb{R}^{p}:|v|_{2,1} \leq 1} \frac{1}{n} \varepsilon^{T} \mathbb{X} v \leq \tau\right\}$ become

$$
\begin{aligned}
\Omega & =\left\{\sup _{v \in \mathbb{R}^{p}:|v|_{2,1} \leq 1} \frac{1}{n} \sum_{k=1}^{M} \varepsilon^{T} \mathbb{X}_{G_{k}} v_{G_{k}} \leq \tau\right\} \\
& =\left\{\sup _{v \in \mathbb{R}^{p}:|v|_{2,1} \leq 1} \frac{1}{n}\left(\left(\mathbb{X}_{G_{1}} \ldots \mathbb{X}_{G_{M}}\right)^{T} \xi\right)^{T}\left(\begin{array}{c}
v_{G_{1}} \\
\vdots \\
v_{G_{M}}
\end{array}\right) \leq \tau\right\}
\end{aligned}
$$

From the duality between $\ell_{1}$ and $l_{\infty}$ norms and the mixed $(2, \infty)$-norm, we have,

$$
\sup _{v \in \mathbb{R}^{p}:|v|_{2,1} \leq 1} \frac{1}{n}\left(\left(\mathbb{X}_{G_{1}} \ldots \mathbb{X}_{G_{M}}\right)^{T} \xi\right)^{T}\left(\begin{array}{c}
v_{G_{1}} \\
\vdots \\
v_{G_{M}}
\end{array}\right)=\left|\frac{1}{n}\left(\mathbb{X}_{G_{1}} \ldots \mathbb{X}_{G_{M}}\right)^{T} \xi\right|_{2, \infty}=\max _{1 \leq k \leq M} \frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2}
$$

We consider now to control the compatibility $\mu_{c_{0}}(\beta)$ for any group sparse vector $\beta \in \mathbb{R}^{p}$ which means that $|\mathscr{K}(\beta)|$ is much smaller than $M$ the number of groups. For this purpose, we will need the following RE(s) condition introduced in [11, Assumption 3.1].
Assumption $4.1\left(\mathrm{RE}(\mathrm{s})\right.$ condition). For any $S \subset\{1, \ldots, M\}$, let $c_{0}>0$ be a constant and $1 \leq s \leq M$ be an integer that gives an upper bound on the group sparsity of a vector $\delta$, the following condition holds.

$$
\begin{equation*}
\kappa_{G}^{2}\left(s, c_{0}\right)=\min \left\{\frac{\|\mathbb{X} \delta\|_{n}^{2}}{\left|\delta_{S}\right|_{2}^{2}}:|S| \leq s, \delta \in \mathbb{R}^{p}, \sum_{k \in S^{c}}\left|\delta_{G_{k}}\right|_{2} \leq c_{0} \sum_{k \in S}\left|\delta_{G_{k}}\right|_{2}\right\}>0 \tag{29}
\end{equation*}
$$

where $S^{c}$ denotes the complement of the set of indices $S$.

In order to apply theorem 3.1, we need to find $\tau$ such that $\mathbb{P}(\Omega)>1 / 2$. The lower bound of $\tau$ is determined in the following lemma.

Lemma 4.4. Let $\mathbb{X}$ be deterministic and $\xi$ having a distribution of the form (18) with $\alpha>2$ and denote by $\left\|\mathbb{X}_{G_{k}}\right\|_{s p}=\sup _{\substack{v \in \mathbb{R}^{p} \\|v|_{2} \leq 1}}\left|\mathbb{X}_{G_{k}} v\right|_{2}$ the spectral norm of matrix $\mathbb{X}_{G_{k}}$ and $\left\|\mathbb{X}_{G_{k}}\right\|_{F r}=\sqrt{\mathbb{X}_{G_{k}}^{T} \mathbb{X}_{G_{k}}}$ its Frobenius norm. Then, set $\psi_{s p}^{*}=\max _{k=1, \ldots, M} \frac{\left\|\mathbb{X}_{G_{k}}\right\|_{s p}}{\sqrt{n}}$ and $\psi_{F r}^{*}=\max _{k=1, \ldots, M} \frac{\left\|\mathbb{X}_{G_{k}}\right\|_{F r}}{\sqrt{n}}$. If

$$
\tau \geq \frac{\left(M c_{\alpha} n\right)^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \frac{\psi_{F r}^{*}}{\sqrt{n}}+\bar{c}
$$

then $\mathbb{P}(\Omega) \geq 1 / 2$.
Proof. Define $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by :

$$
f(z)=\left|\mathbb{X}_{G_{k}}^{T} z\right|_{2}
$$

For every $z_{1}, z_{2} \in \mathbb{R}^{n},\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right| \leq \sqrt{n} \psi_{s p}^{*}\left|z_{1}-z_{2}\right|_{2}$. Therefore, $f$ is a Lipschitz function with Lipschitz constant $\sqrt{n} \psi_{s p}^{*}$. By the concentration inequality [2, equation 3], there exists constants $t_{0}(\alpha)>e$ and $C(\alpha)$ such that for all $t>t_{0}(\alpha)$,

$$
\mathbb{P}\left(\frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2} \geq \frac{t n^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\operatorname{Med}\left(\frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2}\right)\right) \leq \frac{1}{2} \varphi(t)
$$

where $\varphi(t)=C(\alpha)\left(\frac{\log (t)}{t}\right)^{\alpha}$. Replacing median by mean, we have,

$$
\mathbb{P}\left(\frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2} \geq \frac{t n^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\mathbb{E}\left(\frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2}\right)+\bar{c}\right) \leq \frac{1}{2} \varphi(t)
$$

where $\bar{c}=t_{0}(\alpha)+\int_{t_{0}(\alpha)}^{\infty} C(\alpha)\left(\frac{\log (t)}{t}\right)^{\alpha} \mathrm{d} t$. As $\left(\mathbb{E}\left(\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2}^{2}\right)\right)^{1 / 2} \geq \mathbb{E}\left(\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2}\right)$ then, for all $t>t_{0}(\alpha)$, we get,

$$
\mathbb{P}\left(\frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2} \geq \frac{t n^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\left(\mathbb{E}\left(\frac{1}{n^{2}}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2}^{2}\right)\right)^{1 / 2}+\bar{c}\right) \leq C(\alpha)\left(\frac{\log (t)}{t}\right)^{\alpha}
$$

The term $\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2}^{2}$ is a quadratic form which can be writted as :

$$
\begin{aligned}
\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2}^{2} & =\xi^{T} \mathbb{X}_{G_{k}} \mathbb{X}_{G_{k}}^{T} \xi \\
& =\sum_{j=1}^{n}\left(\mathbb{X}_{G_{k}} \mathbb{X}_{G_{k}}^{T}\right)_{j j} \xi_{j}^{2}+\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n}\left(\mathbb{X}_{G_{k}} \mathbb{X}_{G_{k}}^{T}\right)_{i j} \xi_{i} \xi_{j}
\end{aligned}
$$

Since $\mathbb{X}_{G_{k}}$ is deterministic and $\mathbb{E}\left(\xi_{j}^{2}\right)=\frac{2}{(\alpha-1)(\alpha-2)}$ and $\mathbb{E}\left(\xi_{i} \xi_{j}\right)=0$, we have:

$$
\begin{aligned}
\mathbb{E}\left(\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2}^{2}\right) & =\frac{2}{(\alpha-1)(\alpha-2)} \sum_{j=1}^{n}\left(\mathbb{X}_{G_{k}} \mathbb{X}_{G_{k}}^{T}\right)_{j j} \\
& =\frac{2}{(\alpha-1)(\alpha-2)} \operatorname{trace}\left(\mathbb{X}_{G_{k}} \mathbb{X}_{G_{k}}^{T}\right) \\
& =\frac{2}{(\alpha-1)(\alpha-2)}\left\|\mathbb{X}_{G_{k}}\right\|_{F r}^{2}
\end{aligned}
$$

Thus, for all $t>t_{0}(\alpha)$, we obtain,

$$
\mathbb{P}\left(\frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2} \geq\left(\frac{t n^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \frac{\psi_{F r}^{*}}{\sqrt{n}}+\bar{c}\right)\right) \leq \frac{1}{2} C(\alpha)\left(\frac{\log (t)}{t}\right)^{\alpha}
$$

If we denote $\mathcal{U} \triangleq \mathbb{P}\left(\max _{k=1, \ldots, M} \frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2} \geq\left(\frac{t n^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \frac{\psi_{F r}^{*}}{\sqrt{n}}+\bar{c}\right)\right)$, we will have,

$$
\begin{aligned}
\mathcal{U} & \leq \sum_{k=1}^{M} \mathbb{P}\left(\frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2} \geq\left(\frac{t n^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \frac{\psi_{F r}^{*}}{\sqrt{n}}+\bar{c}\right)\right) \\
& \leq \frac{1}{2} M C(\alpha)\left(\frac{\log (t)}{t}\right)^{\alpha} \leq \frac{1}{2} \frac{M c_{\alpha}}{t^{\alpha}}
\end{aligned}
$$

Using the union bound, we get,

$$
\mathbb{P}\left(\max _{k=1, \ldots, M} \frac{1}{n}\left|\mathbb{X}_{G_{k}}^{T} \xi\right|_{2} \leq\left(\frac{t n^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \frac{\psi_{F r}^{*}}{\sqrt{n}}+\bar{c}\right)\right) \geq 1-\frac{1}{2} \frac{M c_{\alpha}}{t^{\alpha}}
$$

This probability is greater than $1 / 2$ if $t^{\alpha} \geq M c_{\alpha}$. We deduce then the desired condition,

$$
\tau \geq \frac{\left(M c_{\alpha} n\right)^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \frac{\psi_{F r}^{*}}{\sqrt{n}}+\bar{c}
$$

Combining theorem 4.1 and lemma 4.4, we have an oracle inequality for the Group Lasso estimator with explicit bounds.

Theorem 4.3. Let $\xi$ and $X$ satisfying conditions of theorem 4.1. Assume the assumption 4.1 on the $R E(s)$ condition holds for any group s-sparse vectors $\beta$ (i.e., $\beta \in \mathbb{R}^{p}$ such that $|\mathscr{K}(\beta)| \leq s$ ). The Group Lasso estimator defined by (28) with tuning parameter

$$
\lambda \geq \frac{4\left(\left(M c_{\alpha} n\right)^{\frac{1}{\alpha}} \psi_{s p}^{*}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \psi_{F r}^{*}+\sqrt{n} \bar{c}\right)}{\sqrt{n}}
$$

$$
\begin{aligned}
& \text { satisfies, with probability at least } 1-\frac{c_{\alpha}\left(\kappa_{G}\left(s, c_{0}\right)\right)^{\alpha} n}{2\left(\left(\left(M c_{\alpha} n\right)^{\frac{1}{\alpha}} \psi_{s p}^{*}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \psi_{F r}^{*}+\sqrt{n} \bar{c}\right) \sqrt{s}\right)^{\alpha}}, \\
& \|\mathbb{X} \hat{\beta}-f\|_{n}^{2}-\|\mathbb{X} \beta-f\|_{n}^{2} \leq \frac{32\left(\left(M c_{\alpha} n\right)^{\frac{1}{\alpha}} \psi_{s p}^{*}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \psi_{F r}^{*}+\sqrt{n} \bar{c}\right)^{2} s}{n \kappa_{G}^{2}\left(s, c_{0}\right)}
\end{aligned}
$$

Proof. Let matrix $\mathbb{X} \in \mathbb{R}^{n \times p}$ be deterministic and $\beta$ any group s-sparse vectors (i.e., $|\mathscr{K}(\beta)| \leq s$ ). Assume that $R E(s)$ condition holds, we have

$$
\left|\beta_{\mathscr{K}(\beta)}\right|_{2}=\left|\mathcal{P}_{\beta} \beta\right|_{2} \leq \frac{\|\mathbb{X} \beta\|_{n}}{\kappa_{G}\left(\mathscr{K}(\beta), c_{0}\right)}
$$

where $\mathcal{P}_{\beta}=\operatorname{Proj}_{\left\{e_{j}: j \in \mathrm{U}_{k \in \mathscr{K}(\beta)} G_{k}\right\}}$. Using equivalence between mixed (2,1)-norm and $\ell_{2}$ norm, $\left|\delta_{S}\right|_{2,1} \leq \sqrt{|S|}\left|\delta_{S}\right|_{2}$, we have:

$$
\left|\beta_{\mathscr{K}(\beta)}\right|_{2,1}^{2}=\left|\mathcal{P}_{\beta} \beta\right|_{2,1}^{2} \leq|\mathscr{K}(\beta)|\left|\mathcal{P}_{\beta} \beta\right|_{2}^{2} \leq \frac{|\mathscr{K}(\beta)|}{\kappa_{G}^{2}\left(\mathscr{K}(\beta), c_{0}\right)}\|\mathbb{X} \beta\|_{n}^{2} .
$$

Hence,

$$
\mu_{c_{0}}^{2}(\beta) \leq \frac{|\mathscr{K}(\beta)|}{\kappa_{G}^{2}\left(\mathscr{K}(\beta), c_{0}\right)} \leq \frac{s}{\kappa_{G}^{2}\left(s, c_{0}\right)}
$$

Let $c^{2} \leq \frac{s}{\kappa_{G}^{2}\left(s, c_{0}\right)}$ and $\tau=\frac{\left(M c_{\alpha} n\right)^{\frac{1}{\alpha}} \psi_{s p}^{*}}{\sqrt{n}}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \frac{\psi_{F r}^{*}}{\sqrt{n}}+\bar{c}$, by lemma 4.4 and theorem 4.1, we have,

$$
\begin{aligned}
\|\mathbb{X} \hat{\beta}-\mathbf{f}\|_{n}^{2}-\|\mathbb{X} \beta-\mathbf{f}\|_{n}^{2} & \leq \frac{(\lambda+2(\tau+t))^{2}}{4} \mu_{c_{0}}^{2}(\beta)+\frac{(\lambda+2(\tau+t))^{2}}{4} c^{2} \\
& \leq 2 \lambda^{2} \frac{s}{\kappa_{G}^{2}\left(s, c_{0}\right)} \\
& \leq \frac{2 \times 16\left(\left(M c_{\alpha} n\right)^{\frac{1}{\alpha}} \psi_{s p}^{*}+\sqrt{\frac{2}{(\alpha-1)(\alpha-2)}} \psi_{F r}^{*}+\sqrt{n} \bar{c}\right)^{2} s}{n \kappa_{G}^{2}\left(s, c_{0}\right)}
\end{aligned}
$$

## Conclusion

In this paper we discussed penalized least squares estimators with convex penalty or regularisation norms. We focused on regression model where the observations noise are independent and follow a probability measure which satisfies a weak spectral gap (or weak Poincaré) inequality. We established oracle inequalities in probability for the prediction error for the Lasso and Group Lasso estimators. Our results have been applied to tow example of non gaussian cases; namely a heavy tailed and a sub-exponential examples. For these cases we explicit the oracle inequalities bounds in a close form.
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