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Abstract

This paper considers the penalized least squares estimators with convex penalties or regu-
larisation norms. We provide sparsity oracles inequalities for the prediction error for a general
convex penalty and for the particular cases of Lasso and Group Lasso estimators in a regression
setting. The main contributions are that our oracle inequalities are established for the more
general case where the observations noise is issued from probability measures that satisfy a
weak spectral gap (or Poincaré) inequality instead of gaussian distributions, and five easier
to verify bounds on compatibility. We Illustrate our results on a heavy tailed example and a
sub gaussian one; we especially give the explicit bounds of the oracle inequalities for these two
special examples.

Introduction

High-dimensional statistical models have been thoroughly studied in recent research and literatures.
In particular, penalized Least Square (LS) estimators have been proposed and extensively investi-
gated; for example the 1 norm penalized estimator LASSO and its extensions. A common feature
of these estimators is the fact that the penalty is a norm satisfying some specific decomposability
conditions. As shown in [5], the two main ingredients of the analysis are based on the restricted
eigenvalue compatibility property, and the empirical process bounding the stochastic error. With
this approach, several techniques have been proposed for a unified treatment of LS estimators with
decomposable penalties, a wide overview can be found in [13, 15, 8]. Classical results were derived
via oracle inequalities depending on unspecified compatibility parameters. On the other hand the
penalties (and thus, the estimators) depend on the distribution with which the oracle inequality
holds. To overcome these problems, a tentative for a general solution were achieved by the small
ball method see for instance [10, 12]. Under gaussian noise, many results have been established for
the sparsity oracle inequalities for LASSO estimators in different situations: (1) the fixed design
case [5, 4, 3, 1, 9, 6, 8] (2) results based on confidence level tied to the tuning parameter see for
instance [5, 9, 6, 8] (3) in the case where the noise are 4.i.d. sub-gaussian see for example [3]. For
instance, in [3, 14], sparsity oracle inequalities for the Lasso estimators are obtained in random
design regression especially when all entries of the design matrix are i.i.d. standard gaussian in-
dependent of the observations errors. In this work, we consider the classical general framework of
regression model. Using the same notations as in [1, 8] it is expressed by the following :

Y =f+¢ (1)

We assume in this paper that the distribution of the noise random vector & satisfies a weak spectral
gap inequality. Following the definition and notations in [2, 7], a probability measure u satisfies a
weak spectral gap (or a weak Poincaré) inequality if there exists a function 7 : (0, +00) — RT
such that every local function h : M — R satisfies for all s > 0 the inequality:

Var,(h) <~(s) / |VA|® dp + s Osc(h)? (2)



Where Osc(h) = sup h — inf b is the total oscillation of the function h. We place ourselves in
high-dimensional statistics setting, by considering a design matrix X € R"*? with p >> n. We
consider to generalise, to Hilbert spaces, the following classical estimation problem of f by Xz
where:

3 € argmin |[Y — XB|2 + F(B). (3)
BERP

The empirical norm ||-||,, is defined by ||uHi = 15" u? and F : R” — RT is a convex penalty
function, being the {; norm for the Lasso case for example.

The main result of this paper, is to derive oracle inequalities for the prediction error of the
penalized estimator 8 solution of (3) under the assumption that the noise random vector £ in (1)
follows a probability measure that satisfies a weak spectral gap inequality [2]. Our result is based
on the so-called compatibility constant defined as follows.

peo (B) = inf {0 > 0 [ Poul| < pllXull, , Yu: [|Pgul] < collPsull}

where P is an operator verifying a decomposability condition; as an example we use orthogonal
projector for LASSO application. Without loss of generality, we illustrate our result on regression
model (1) where the noise vector £ follows a heavy tailed distribution expressed as the product

a(l+[t)~t-« . . . .
measure of du,(t) = fdt for a« > 2 which satisfies a weak spectral gap inequality

with v(s) = ca(s/n)"2/*, s € (0,1/4) [2, 7, Example 8]. Furthermore, in the LASSO setting,
we establish an explicit lower bound for the compatibility constant depending on the sparsity s

and & the maximal correlation between columns of X; namely p.,(8) < We then provide

1— ks
32 ((2pcan)1/a + \/ﬁd)Q s
n(l — 2y/ks)?
difference from works known in litterature is that our oracle inequalities are obtained under non-
gaussian distribution satisfying the weak Poincaré inequality, and our compatibility bounds are
easier ton handle than in [4, 3, 1] . Indeed, in contrast to classical results, we provide an explicit
upper bound of the compatibility constant in the oracle inequality for Lasso and group Lasso

estimator.

. 2
the explicit oracle inequality; HXB — fH - IXB - in < The main

2 Statement of the problem and preliminary results

Let H be a Hilbert space with inner product (-,-) and its corresponding norm |-||,,. Let B a
closed convex subset of H. We will be interested in a regression problem as in (1) where f € R”
is an unknown deterministic mean and £ € R™ is a random noise vector. Let [P be the probability
distribution of £ satisfying a weak spectral gap inequality with function « defined in (2). We focus
on estimates of f having the form X3 where § € B is data determined like in (3). The matrix X
represents a linear operator from H — R™. We aim to investigate the prediction performances of
the estimator B defined as the solution of the problem minimization :

B € argmin [ly — B[}, + F(5) (4)
BEB
where F': H — R™ is a convex penalty function.

2.1 Preliminary results

We expose here, two propositions giving the key ingredients for the proof of our main result. The
first proposition, based on convexity argument and some simple algebra, provide a deterministic
bound of the prediction error in terms of |X3 — f]|> up to an additional random term.

Proposition 2.1. IfB is a solution of the minimization problem (4), Thenﬁ satisfies, for all B
€ B and for all f € R",
2

%8 -4 1% - 12 < 2€%(3 - 5)+ F(3) ~ F(B) - %05 - 5)

()

Proof. The proof mainly relies on the sub-differentials and optimality condition of convex functions
and some simple algebra. For details and a complete proof see for instance [1, Proposition 3.2]. O



The second proposition provides an upper bound of the random quantity %fTX(B — B) that
holds with large enough probability.

Proposition 2.2. Let P satisfies a weak spectral gap inequality (2) with a function . Let h : H —
[0, +o0[ be a positive homogeneous mapping and let T > 0. Denote the event :

Q= sup l§TXu <7, (6)
u€H:h(u)<1 T

and assume it to satisfy P(Q) > 3. Then, for k >1,¢>0 and s € (0,1/4), we have

P (Vu EH: %gTXu < (7 + k) max (h(u), c ||Xu|n)) >1—30(key/n) (7)

where ©(x) = inf {s € (0,1/4);exp (4\]%) < s} vanishes when x goes to infinity.
Proof. Define the function f : R™ — R and the subset T' C H as follows :

f(&) = sup l§TXu and T = {u € H :max (h(u),c||Xul,) <1}.
ueT N

It is easy to verify that, for every &1, & € R™, we have,

£ (&) = f(&)] < &l

\/* ||€1

By the concentration inequality [2, theorem 8] and the fact that f is a f—LlpSChltZ function, we
have with probability at least 1 — 30 (key/n),

sup fTXu < Med | sup £TXu) +k
ueT N ueT N

1
< sup §TXu> + k,
u€H:h(u)<1 T

3} tends to 0 when w tends to infinity. The

where O(u) = mf{s € (0,1/4); exp(
notation Med(Z) stands for the median of the random variable Z.
Assume that P sup %gTXu <7 | >1/2, then the median of sup %éTXu can be
u€H:h(u)<1 u€H:h(u)<1
bounded from above by 7. This implies that, with probability at least 1 — 30 (kcy/n),

1
Yu € H, EgTXu < (7 + k) max (h(u), c[|Xul,),

this achieves the proof. O

2.2 Main assumptions of decomposability and compatibility

Consider the linear operator X : H — R" defined by the relation:

Xﬁ:(<6aX1>a 7<63X77,>)T7 Vﬂe%, (8)
where X1,---,X,, are deterministic elements of 7. The convex penalty F' : H — R is taken
proportional, with a tunning parameter A\ > 0, to a regularization norm :

F(B) =Bl
The estimator 3 introduced in (4) becomes then :
B € argmin %5 — g2 + A5 ©)
BEB

Before establishing our main results, we recall two others important ingredients under which oracle
inequalities are obtained namely the decomposability assumptions of the regularization norm and
the compatibility factor.



e Decomposability assumption and consequences: Let A be a subset of H for which we
associate a linear operator P : H — H and P§ = Z — P4 where Z is the identity operator.

Assumption 2.1. We suppose that there exists a subset A of B such that:

PaA=A VAeA and |A|+|PiB|=|A+Pa(A-DB)|, VA€ A VBeH

The last assumption has been also discussed in [1, Assumption 4.2]. One can see easily that,
for the ¢; regularization norm, the decomposability assumption is satisfied when the linear
operator P4 is an orthogonal projector. As a consequence of the decomposability assumption
2.1, we have the following triangular property :

Corollary 2.1. The above assumption 2.1 implies the following triangular property:

PaA=A, VAeA and Al = |B|| < |[Pa(A - B)|| - ||PxB| (10)

This corollary has been discussed also in [1, Assumption 4.1]. In the case of ¢; regularization
norm, the decomposability assumption and triangular property are defined differently in [8,
paragraph 2.5].

e Compatibility factor assumption

Another main ingredient for the proof of our main result is the compatibility factor [1]. For
any A € H and for any constant ¢y > 0, define the following cone in B as follows:

Caeo ={BEB:||PiB| <collPaB|}.
The compatibility factor associated to the cone C4 ., is the quantity :
eo(A) = inf {1 > 0 ¢ [|PAB| < u[|XBJl,, VB € Cay}- (1)

On of our main contribution is to provide upper bounds on this compatibility factor, with
easy to verify assumptions.

3 Main results and Oracle inequalities
The next theorem states our main result in the case of distributions verifying the spectral gap
inequality.

Theorem 3.1. Let P satisfies a weak spectral gap inequality with function . Assume that assump-
tion 2.1 holds. Let T > 0 and suppose that Q0 defined in (6) satisfies P(Q) > % Let k> 1,¢>0

and X > 2(1 4 k). Then, the estimator 3 (9) satisfy with probability at least 1 — 30 (key/n),

NI A+2(r + k)2 At 207 + k)22
a3 — 1] < 1o - 12+ CF2EEDE )] o CEATHREE gy

where ©(u) = inf {s € (0,1/4);exp < > < s} goes to 0 when u goes to infinity.

4/7(s)
Proof. Let us consider the positive simple function h(u) = |lu||. Combining the two inequalities
from proposition 2.1 and proposition 2.2, we get with probability at least 1 — 30 (key/n)
~ 2 N
%8 =] = 18— I < 2+ k) max(ull e 1xull,) + MBI = A |3 - Ixul}

where u = 3 — 8. For the rest of the proof we distinguish tree cases :

Case 1. 3 € A is such that ||u|| < ¢ | Xul|,,. This will imply that,
~ 2 ~
[x8 1| =18 =112 < 26 + K)eliXull, + 181 = A| 3] - 1%l

using the triangle inequality X ||B]] — A HBH <A HB - ﬁH and ||u| < c||Xul|,, imply,



N 2
%8 1| - 18- 113 <2 + K)eliXull, + A |Xul, — [ Xull;
< (207 + k) + Ael[Kull, — [Xul;

using inequality 2ab < a® + b* we obtain,

. 2 2(1 4+ k) + \)2c?
[ 4|[" — s - 12 < CTEREE Ly ca?
2 2.2
S((T+k)+)\)c. (13)
4
Thus inequality (12) is satisfied.
Case 2. 3 € A is such that ||ul| > ¢ | Xu||,,. Then,
~ 2 ~
%8 f| =18 =112 < 2+ &) Jull + MBI = A||B] - 1%l (14)

Assumption 2.1 with A= B and B = B allow to write,

11— |3 < |Psta - 5)| - |P#8

)

and the triangle inequality implies,
13- 58| = |Ps8-5)+ P55~ 5)
< |[Ps3-8)| + |PrB-8)-

Combining the last two inequalities and (14), we obtain
) 2
[%8—1| =18 112 < 4207 + B) IPsull = A =207 + ) [ Piul - I1Xul,. (15)

Case 2.1. 3 € A is such that ||u]| > c||Xul|,, and (A +2(7 +k)) [|[Psul| < (A =2(7 + k)) HP/j‘uH
In view of inequality (15) we get,

~ 2 9

|x8-s| —Ix8-113 <0

and )

|xa-s| <ix6-11 (16)
Which implies that inequality (12) holds
Case 2.2. 8 € A is such that |lu|| > c||Xul|,, and (A —2(7 +k)) HPéUH < (A+2(7 + k) [|Paul|.

A2(7+k)

Then u belongs to the cone Cg ., = {u eH: H’P/gruH < ¢ H’PBuH} where ¢y = S5 We

use the compatibility factor associated to Cg ¢,
peo(B) = inf { > 0: |[Ppull < plXull,,, Yu € H:0< (A+2(7+k))[[Psull — (A =2 (1 + k) |Pgull},
so that [|Paull < e, (B) [|Xul|,,. This and inequality (15) yield,

~ 2
%8s —1x8— 1% < 0 +207 + k) IPsull - Ixul;
< A+ 2(7 + B)teo (B) [Xul,, — 1%l

Using the obuvious inequality 2ab < a2 + b?

R 2 A k))?
x5 - 7|~ i - 12 < LE2CEE 2 ) 4 g —

A ) ")

This achieves the proof of inequality (12).
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In the following we describe direct applications of proposition 2.2 and theorem (3.1), by in-
vestigating two examples of distributions verifying the spectral gap inequality (2). The first one
is issued from the heavy tailed family obtained from the product of the probability distribution

dua(t) = Wdt. The second example is from the sub-exponential family as a product of
measures of the form, dv, = d.e~!""dt, V r € (0,1).

e A heavy tailed example: We consider on R"”, the distribution PP issued from the product

probability measure of

ol + |t)~
oty = I

This measure satisfies a weak spectral gap inequality with,

dt for a > 2. (18)

1
4

s\ 2/«
v(s) = ca (7) , forse(0,-)

n
For more details see discussions in [2, example 8]. Let h : H — [0,400] be a positive
homogeneous mapping and let 7 > 0. Assume that the event 2 defined in (6) satisfies
P(Q) > 1. Then, there exists constants to(e) > e and C(«) such that ey > t(ar) and by
applying, proposition 2.2 for ¢ > 0, we have: '
log(*4™)
tey/n

1

nao

P (Vu cH: %fTXu < (7 +t) max (h(u),c||Xu||n)> >1- %C(a)

We deduce then, by appying theorem 3.1 that the estimator 3 (9) satisfy with probability at

log(Leymy\ *
least 1 — 2C(a) TZF“

no

R 2 2.2
25 1 < jut, {15 - 12 4 BE2EEID 2 )] o BEZCEDE g

e A sub-exponential example: In this case, we consider IP as the product of the probability
measure,

dv, = dye” " dt for r € (0,1). (20)

This measure satisfies also a weak spectral gap inequality with:

2n

(2/r)—s
) =t (o) s e 0.1/)

For more details see for instance [2, example 9]. Let h : H — [0, 4+00[ be a positive homoge-
neous mapping and let 7 > 0. We suppose that  satisfies P(Q2) > % Then, for k>0, ¢ >0
and r € (0,1), we have

P (Vu EH: lETXU <(t+k) max(h(u),c|Xu||n)> > 1-5exp —crkey/n 1/r—1
n max ((key/n)r,logn) "

where ¢, is a constant depending only on 7. In particular, for a fixed €, a large n, and k
verifying k > ¢, (log 12)(log n)*~!, we have:

€

P (Vu eH: %fTXu < (T + k) max (h(u),c||Xun)) >1- 5

cV/n
In this example, the estimator 3 given by the minimisation problem (9) satisfy with proba-

bility at least 1 — 5exp < @ }”)kcf/ﬁ 7 >,
max cy/n)"logn

28— 1]] < g [1os - iz 4 QEEELOE 2 ()] CHATHIPE




In particular, for A > 2(7 + #), then with probability at least 1 — 5,

A+2(7+2=))? (N +2(1 + £2))2e2
(4 ) i3, (8)| + T

x5 -1 < e {16 - 712 + :

4 Application to the classical LASSO and group LASSO

We use the same notations as in [1]; we denote |.|, for the £, norm of a finite dimensional vector,
1 < ¢ < oco. The support of g will be denoted supp(8) = {j:B; #0}. If (e)j=1,..,p is the
canonical basis of RP, then Bg will denote the orhtogonal projection of 8 onto the linear span of
{ej:jeS}for Sc{l,---,p}.

4.1 Application to LASSO

In this case H = B = R? equipped with the Euclidean norm ||.||,, = |.|, . The penalty function is
given by ||.|| the ¢; norm. Then the estimator /5 defined in (9) is the LASSO estimator

f € argmin X8 — y||% + A |8, (22)
BERP

where A > 0 is a tuning parameter. For 5 € RP, we consider the decomposability conditions with
Pgs, the orthogonal projection operator onto the linear span of {e; : j € supp(f)}. Following a
similar argument as in [1] or [3, 8], one can show, using the duality between ¢; and ¢, norms, that
for LASSO setting the set © defined in (6), becomes:

1 1 1
Q= sup  —&TXu<71y = sup  —(XTO)Tu<7yp = { ‘XTf‘ < 7'}
uweRP:|u|, <1 1 uweERP:|ul, <1 1 n >

In the following we recall that, in the LASSO setting, the assumption 2.1 holds for the orthog-
onal projector operator.
4.2 Upper bound of the compatibility factor

In this section we state a close form for the upper bound of the compatibility factor p.,(3). For
this purpose, we need the following results:

Lemma 4.1. In the LASSO setting we have the following:
1. For the orthogonal projector operator Pg, the assumption‘2.1 is satisfied.

2. The compatibility factor can be expressed as follows:

(8= 22 2Pt~ [Pi, (23)
He = sup

’ A_|_auE]Rp:|'P§'u|lgco|7;'/3u|l ||Xan

where a = 2(1 +t) and ¢y = 312,

3. We assume the empirical norm of the columns Xe; are normalized(ie. ||Xej||, = 1,V 1 <

Jj < p), and we write Kk =  sup W, the maximal correlation between columns in

1<i#j<p
X € R"*P, For all u € RP, we have:
2 2 2
IXully, = uly = & luly
Proof. We use a similar argument as in [3, 1] to verify the decomposability assumptions 2.1.

L. For 8 € R?, by definition P = Projy.;.jcsupp(s);y Where supp(B) = {j : 8; # 0}, we have

p p
PsB =D BiProjiejesupppn® = 2 Bieilijesmey = »_  Bie; =B

Jj=1 Jj=1 Jj€supp(B)



consider = Py Bje;. We have,

\5|1*’5‘1: Z Bie; *igjej = Z 85| — Z ‘ﬂ/j‘* Z ’5]’

Jj€supp(B) 1 7=t | Jjesupp(B) je€supp(B) j€suppe(B)

using the triangular inequality > .c..008) 1851 = 22 csupp(a) ‘ﬁj‘ < D esupp(8) ’(6 —B)j|, we
have

81— |8, < [Ps(8- )|, - P24,

Ata

2. Taking ¢ = §=7 and we recal that:

teo (B) = inf {u >0: |[Ppul; < pl|Xull, , VueRP: ‘P§u|1 < ¢ |’Pgu|1}

co |Pgul, — ‘Pé‘u‘
co [IXul],,

1
Using the fact that — ”Pﬁluh < | Ppuly < pllXul,, = L < pu. We can
€o

1 |Psul, — ’Péu
— X
co 1Xull,

write, fie,(8) = inf ¢ pu>0: L <, VueRP: ’Péuh < ¢ [Pgul,

which implies equality (23).

3. A simple algebric shows the result as follows:
2
[1Xull;, =

= Z <X6i7X6j>uin

1<i,j<p

P
Y IXelPu?+ Y Xe“xej i
=1

1<i#5<p
9 p
> July = k)Y fuglluil
i=1 j#i

2 2
> fuly — K luly .

(u, X7 Xu)

SIS

O

\PBLuh

Let us denote ( = Poul:

. Using the expression (23) of the compatibility factor, inequaltiy of

lemma 4.1, homogeneity of ¢; norm and equality |u|, = [Pgul, + ‘PBLU‘ = (14 ¢)|Psul,, we get
1

the following upper bound for the compatibility factor:

(A —a)? (co —¢)?

Heo (B)? < sup sup | Paul; (24)
’ (A +a)?0scseo (praf =cippul, 1= K1+ C)? [Poul] "
lulg=1

In the following proposition we give, for a fixed ¢, the value of the supremum of the right hand
side of inequality (24).

Proposition 4.1. Fiz ¢ € (0,1). For every 8 € RP such that |supp(B)| = |{j: B; #0} = s for
some integer 1 < s < p, we have:

s(p—s)
o B =T
|Pg-u|, =¢|Psul,
lulg=1



Proof. The proof relies on constrained optimization and Lagrange multiplier methods. Assume
uj > 0 and that the support of 3 constitutes the first s coordinates. The lagrangien of u €
RP, 11 €R, v, eR:

p

s D s
2
L(u,vy,v9) = E uj — 1 E uj — 1| —ws E uj — ¢ E u;j
=1 =1

Jj=1 Jj=s+1

Differentiating £(u, v1,v2) with respect to uj, 1 < j < p yields

0;L =1 =2vu; —va (Ljsay = (Ljcay) =0
= 2wy =1-1vy (Lsey — (<) (25)
Let § = #{j<s|uj#0} and p—s = #{s+1<j<p : uj #0}. Then the constraints give

the following equations:

{ uly = 1 { @201) =3l + 1)+ p = s(vs — 1)
p

‘Pﬁlu’l: ¢ |Paul, ps(vp — 1) = —C3(mC + 1)

Combining the two equalities (25) and (2v1)2 = 5(15¢ 4+ 1)2 + p — s(vy — 1)2, we get

2 (¢ +1)? S
U; = ——— =(s+ = ’ S S,
j (2V1)2 ( P S> J

we then deduce the objective function |Pgul,

5| s
|P5u|1 - 252 _ ~°
T+ 82 p—s5+(?s

pP—s

The map, (3,p — s) — 5:3%’;22§ = (% + 1)~! is maximal for 5 = s and p—s=p—s. O

We give an upper bound of p., (/) for all s-sparse vector 5 € RP under condition on the matrix
X from the following proposition.

Proposition 4.2. For § € R? s-sparse(ie.|supp(B)| < s) and k the mazimal correlation between
2

s

p—s

two columns of matriz X, under the condition ks(1 +cp)? <1+ , we have:

S

Heo (5)2 < (26)

~ 1—~ks
Proof. By proposition 4.1 and inequality (24), we get the following upper bound of the compatibility
factor,

A—a)? (co = Q)?*s(p—s)
. 2 <« (7 su :
Peo (B)° < O+ a)gogé’m (p—8) + (25 — k(14 ¢)2s(p — s)
(co=0)*s(p—s)
=)+~ n(1+0)2s(p—s

2
when ¢ = ¢ namely under the condition ks(1 +cp)? <1+ %. O

The upper bound of the function ¢ —

) is finite if the denominator is positif

4.3 Appliaction to special distributions

In this section we establish explicit oracle inequalities for the tow examples of heavy tailed and
sub-exponential distributions discussed bellow. In order to show the main results we need to find,
for each distribution family, 7 such that P(Q) > 1/2.

Lemma 4.2. Let X be a deterministic matriz € R™ P, the we have:

1. Suppose that the probability distribution P is issued from the product of(18). In this case if

o @pean)V* [Xey |, + Vi
> =

log(t)

where a = to(a) + h C(a) (

to (Ot)

> dt. Then P(Q2) > 1/2.



2. Suppose that the probability distribution P is issued from the product of(20), then if

1/r—1 Xe. B
> ln(20p) max (111(20]9) ; 10g(7’l)> H eJ”n + b
Cr Vn

T

_ oo —c k
where b = / 10 exp ¢ = dt and c, is a quantity depending only on r.
0 max (k7,logn)™ "

then P(Q) > 1/2

Proof. Define f: R" — R by :
1
F(2) = - (e) "2

1Xe;l,,

Then, for every 21, zo € R™, |f(21) — f(22)] < - |21 — 22|5. Therefore, f is a Lipschitz

- Vn
function with Lipschitz constant %

1. By the concentration inequality [2] applied to (18), there exists constants ¢o(«) > e and C(«)
such that for all ¢ > to(a),

P (‘i(x@-)% - Med[i(Xej)Tf]‘ > t"'\/}?””) < o(t)

where ¢(t) = C(a) (@) . Replacing median by mean, we have

1

tna || Xe

P (| 2oy — (Loxeyre)| = B L 0) < i

where a = to(a)+ C(a) (()gt()> dt. We know that E ((Xe;)T¢) = >0 i;E(&) = 0.
to(a)
We deduce then that, for all ¢t > to(«),

1
tna

\/i%ej'h + a) = Clo) <b§t>a

>

P <\i<Xej>Ts

It follows that,

and
1
tna [[Xe;l,, logt\“
: (ﬂf??ip et s s a) 2 1oaCle) (55
>1- K
> pro

This probability is greater than 1/2 if ¢ > (2pc,)'/ and then,

o @pean)V* [Xey |, + Vi
> =

2. The concentration inequality [2, example 9] applied to (20), leads to,

[1Xe, | ) —ck
> 2900} < g0 exp
vn max (k7, logn)"/"

10

P <‘2(Xej)T5 — Med[%(Xej)Tﬂ




Replacing median by mean, we have
1 1 IXesll, . - e,k
P (Xel)T§—E<(Xel)T§)’ >k 2 +b) <10exp .
<‘n ! n vn max (k" logn)"/ !

_C’I‘

WhereB:/ 10exp 1/ T | dt. SlnceE Xej)Tf) =0, we have,
0 max (k" logn)" /"~

IIXegH

P (‘i(Xej)Tg

—crk
< 10exp =
max (k",logn)™""

We deduce that

1
P Z(Xe)T
(jfrll’aﬁ(,p n( ¢ ¢

>k”Xj%””+5><ZP(

and

L (Xe;)T¢| <

n

o IXeill, —c.k
n +b)>1—10pexp )1/7‘71

P ( max
1<j<p max (k",logn

1/r
if k" > log(n), this probability is greater than 1/2. If k > (ln(fi[)p)) , this implies that

1/r o _
<1n(20p)> HX\/%H" + b. Otherwise if k™ < log(n), this probability is greater than 1/2 if

Cr

r
k> (log n)l/r_l ln(f%f)p), then we have 7 > (log n)l/T 1 ln(20p) HX\P}H“ +0.

v

O

Combining equation (19) of theorem 3.1, proposition 4.2 and lemma 4.2, we have an oracle
inequality for the Lasso estimator with tuning parameter that can be explicitly lower bounded in
the case of the heavy tailed and the sub-exponential examples discussed above.

1 t —1l—a
Theorem 4.1. Assume that & ~ P where P is the n-fold product of dus(t) = %dt and

that X is deterministic and all the diagonal elements of the matrix %XTX are equal to 1. Let Kk the
maximal correlation between two columns of matriz X. Letp > 2, a > 2, ¢o > 0 and s € {1,...,p}.

Consider the Lasso estimator 3 defined by (22) with tunning parameter

\ > 4 ((2pcan)t > + y/na)
T (=2Vks)Vn

where @ = to(a) + /oo <@ (log(t) > "t

to(a t

Co

2((@rean) /= +/72) V5)

n

Then, with probability at least 1 — —, we have

32 ((2pcan)t/ > + \/ﬁd)z s
w1 = 2y/s)?

s
Proof. Let the matrix X € R"*? be deterministic such that ||Xe;||, =1 and ¢* = T Let A
s

|6 -4 - x5 - 2 <

2 cgs
such that ks(1+¢p)* <1+
p—

A
where ¢y = )\7—”, we get \ = where a = 2(7 + t).
s —a

a
1—2yks

11



)V bR g ((2pcan)'/® + /na)
NG NG

Using theorem 2 we obtain :

WithT:t:(

. By lemma 4.2 P(Q2) > 1/2.

x84 —1xs-n2 < <4t+ o ) s

n K 1—2vks) 1—ks

><641&2(1—\/@)2>< s
(1-2yks)" — 1—ns

32t%s

T (1-2/ks)?

<

NN RN )

O
We have a similar result for the sub-exponential example that we state in the following theorem.

Theorem 4.2. Assume that & ~ P where P is the n-fold product of dv, = d.e~!""dt for r € (0,1)
and that X is deterministic and all the diagonal elements of the matrix %XTX are equal to 1. Let k
the maximal correlation between two columns of matriz X. Let p > 2 and s € {1,...,p}. Consider
the Lasso estimatorB defined by (22) with tunning parameter

1/r—1 _
<ln(20p) max <1n(20p) log(n )) + \/ﬁch)

= (1= 2/ms) /e

1/r—1 _
-/ <ln(20p) max (@, 1og(n)) + \/ﬁcrb)

n max( 2(20p) " 1/r—1 e T 1/r—1
max((l (20p) ma (767‘\/21;%( ;) +vn Tbﬁ) ,log(n)>

Then, with probability at least 1—5 exp

)

we have

1/
32 (1n(20p) max (ln(ZOp) log(n )>
nc2(1 — 24/ks)?

2
+ cr\/ﬁb> s

%8 -4~ 1% - 712 <

_ o —c k
where b = / 10 exp ¢ T dt and ¢, is a quantity depending only on 7.
0 max (k7 logn)

cts

Proof. We use the same technique as for theorem 4.1. Let A such that xs(14co)? =1 < 1+

A
where ¢y = )\71_2, we get A = #\/ﬁ where a = 2(7 + t).
In(20p) 1/r—1 _
In(20p) max ( ,log(n )) + v/neyb
With 7 = k = , we have

Ve,
1/r—1
4 (ln(QOp) max (IH(ZOP) log(n ))

Ve,

+ \/ﬁcrb>

a =

and by lemma 4.2 we get P(2) > 1/2. Using

theorem 3.1 we obtain :

_2 ak\° s
HXﬂ fH 1%5 = fH 1 <4k * 1- 2\//68) 1— ks
2 64k% (1 — /rs)’ s
< =X 5— X
4 (1 —2y/ks) 1— ks

32k2s
T (1-2yks)

12



4.4 Application to Group LASSO in case of the heavy tailed example

In order to shorten the length of the paper, we will discuss, in this sub-section, only the case
where ¢ is having a heavy tailed distribution issued from (18). A similar result can be obtained
for the other sub-exponential example. We begin by introducing the notations usually adopted
in literature for the group LASSO as follows : Let Gy,---,Gps be a partition of {1,---,p}. We
denote Sa, = (B;)jeq, and, for every 1 < p < oo, we define the mixed (2, ¢)-norm and (2, co)-norm
of 3 as follows :

/2 1/q
|6|2,q :<Z£4_1 (ZjGGk 632)‘1 >

1Bly.00= lg%%wck |,
For any 8 € RP, we define the regularization norm ||.|| as follows :
M
181l = 1Bl20 = D 1Bl (27)
k=1

The Group LASSO estimator is a solution of the convex minimization problem

M
B eargmin X8 —y[2 + 2> |Be, |, (28)
BERP k=1

Without loss of generality, we assume, in the following, that the groups G have the same cardinality
|G| = p/M,k =1,--- M. Since we consider mainly sparse vectors, it is convenient to define a
generalisation of the support conecept. To any 5 € RP, let :

A (B)={ke{l,-- ,M}: Bg, #0}.

It plays the role of support by block of vector 5. As for the LASSO application, we begin by
verifying the decomposability assumptions and we bound the compatibility factor for the heavy
tailed example introduced above.

Lemma 4.3. Consider X is a matriz € R"*P and § € RP,

1. the decomposability assumptions2.1 are satisfied when Pg is the orthogonal projection oper-

ator onto the linear span of {ej 17 € Urers Gr (-

2. The event Q defined in (6) takes the following form :

1
Q:{ max —

T
1<k<M n }XG’“f‘Q = T}

where X¢, 1is the n X |G| sub-matriz of X formed by the columns indexed by Gy,.

Proof. 1. For f € RP and Pg = Proj{ej:jéukex(m G} We have

P
Pob = Zﬂjproj{ej:jeUke.w(m Gr}
=1

[
NE

Bjej]l{jEUkef(B) Gk} = Z ﬁjej = 5.

J€Ukex (p) G

ECH
I
—

Consider 4 = Z?Zl Bjej. We have,

Blos— |8, = D 1Bauls - S 56,

2

’ ke (B) k=1
= Y Bal— Y |fal,- X |8,
ke (B) ke (B) ke <(B)

13



Applying the triangular inequality Zke%(ﬁ) |Ba ‘2_2%%(5) "BGk 2 = Zke%(ﬁ) ‘(ﬁ N B)Gk

‘73[3(5 — B)’Zl’ we have
|5|271 - ‘6”2’1 < ‘Pﬁ(ﬁ - B)‘z,l B ‘PE_B’Z

2. The event 2 = sup %ETX’U < 71 » become
vERP:|v], ;<1

M
1
0= { sup — ZETXGkak < T}

vERP:|u], ; <17

UGl

1 T\ .
= sup — ((Xgl o Xaw) f) : <7
VERP:|v], ;<1 T
: VG,

From the duality between ¢; and I, norms and the mixed (2, 00)-norm, we have,

”L)Gl
1 T 1
sup  — ((XG1 o Xan)T 5) : = ‘n (Xey - X)) €
2

= max X% ¢, .
UERP:M\Qngn { k }2

1<k<SM n

)

UG\
O]

We consider now to control the compatibility p.,(5) for any group sparse vector 8 € RP which
means that |22 ()] is much smaller than M the number of groups. For this purpose, we will need
the following RE(s) condition introduced in [11, Assumption 3.1].

Assumption 4.1 (RE(s) condition). For any S C {1,...,M}, let co > 0 be a constant and
1 < s < M be an integer that gives an upper bound on the group sparsity of a vector §, the
following condition holds.

%511,
2

K%‘(S?CO) = min{ |S‘ <s,0 €RP, Z |5Gk|2 &0] Z 5Gk|2} >0, (29)

‘ S‘z kesSe kesS

where S¢ denotes the complement of the set of indices S.

In order to apply theorem 3.1, we need to find 7 such that P(2) > 1/2. The lower bound of 7
is determined in the following lemma.

Lemma 4.4. Let X be deterministic and & having a distribution of the form (18) with o > 2 and
denote by | Xa, s, = sup [Xg,vly the spectral norm of matriz Xg, and [ Xq, ||, = \XE Xa, its
vERP:

[vTp<1
Frobenius norm. Then, set 1} = max e, and Y}, = max ”XG’“” L If
’ ’ S W sy VRO e M
Mcon) > i 2 *
T ( @ ) sp Fr +é

then P(Q2) > 1/2.

Proof. Define f:R"™ — R by :
T
f(Z) = |XGkZ|2'
For every 21, zo € R™, [f(21) — f(22)| < V/ny}, |21 — 22/, Therefore, f is a Lipschitz function with

Lipschitz constant \/ﬁw;‘p. By the concentration inequality [2, equation 3], there exists constants
to(a) > e and C(«) such that for all ¢ > tg(a),

( X5, €, > ;}“”Md( X5 s))) < 2ol

14



where ¢(t) = C(a) (@) . Replacing median by mean, we have,

1 tna : 1 _ 1
P (n XE, &y > T " +E (n |ng§|2) + c> < S0

where ¢ = to(a) + h C(a) log(t) dt. As (E(|XZ ¢ 2)) /2 > E(|XZE £]) then, for all
t Gr>l2 Gr5l2

to ((X)

A

V

t > to(a), we get,

1 tns ! 1 1/2 1 o
P(n 55,6l 2“2+ (k5 56l ) ) +c> < cle) (52

The term |ng§’z is a quadratic form which can be writted as :

IXE, €|2 = 67X, XE, ¢

_Z XGkXGk j§ +ZZ XGkXGk ISE

=1 j=1
J#i

Since Xg, is deterministic and E(£?) = m and E(;€;) = 0, we have:

E(|XZ,¢l) = a—1a—2§XGkXGk

2

BICED CED it
2 2

" ey el

Thus, for all ¢t > to(«), we obtain,

tnay? 2 Ph. 1 log (1) \*
X P Fr < 70
( Xl 2 ( i Ne-Da-2 v ”)) =2 (O‘)< ‘
1 *
If we denote U £ P <k_r{1,?j§M7ll IXE,.£l, > m;g”’ + (a_l)(a_Q) ¢” + c)) we will have,

+

M1 tnw g, 9 Gh
”§;P<n|xgk5|2z< i (a—1><a_2)jﬁ+c>>
SEMC(a) (bgt(t)>a<1Mca.

Using the union bound, we get,

tna Dby - 1 Mcq
P(kr{{gx —|X& g|2< \/ﬁp+ (a—l)( NG c>>>1—2 m

This probability is greater than 1/2 if t* > Mc¢,. We deduce then the desired condition,

[\

(Mean)= 2, 2 Vhy
T Ve-De-2wv

+c

O

Combining theorem 4.1 and lemma 4.4, we have an oracle inequality for the Group Lasso
estimator with explicit bounds.
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Theorem 4.3. Let & and X satisfying conditions of theorem 4.1. Assume the assumption 4.1 on
the RE(s) condition holds for any group s-sparse vectors  (i.e.,f € RP such that | ¢ (8)| < s).
The Group Lasso estimator defined by (28) with tuning parameter

4 ((Mcan)g (e mw}r + \/ﬁé)
NG

A=

(ka(s,c0))*n

2 (e \/m%ﬂr\/ﬁé) \/E)a’
8-, - x5 - ﬂ|n_32((Mc"‘ %*m Up, + Vi) s

nkZ (s, co)

satisfies, with probability at least 1 —

Proof. Let matrix X € R"*?P be deterministic and 8 any group s-sparse vectors (i.e., | £ (8)| < s).
Assume that RE(s) condition holds, we have

X8,
HG(%(6)700>

where Pg = PrOj{ej:jGUke_){(B) Gl Using equivalence between mixed (2,1)-norm and ¢5 norm,

05151 < V15[ 195],, we have:

|Bx8)]y = IPsBl, <

2 A (B)] 9
< < AV
Hence,
H(B)] s
2 < | <
beolB) < 7 B) c) = "o e0)
ER .
Let 2 < m and 7 = (Mca\%a Yap 4 /(a_1)2(a—2) Ljﬁ’” + ¢, by lemma 4.4 and theorem 4.1, we
have
. 2 A+ 2(1 4+ 1))? A+ 2(1 +t))?
[~ s g2 < AF2OEO 2 ) DE2THOT
n
<o
— 7 KkL(s,c0)
_2x10 ((Mean)™ w3, + /ot wF,,Jr\Fc)
- nkg (s, co)
O
Conclusion

In this paper we discussed penalized least squares estimators with convex penalty or regularisation
norms. We focused on regression model where the observations noise are independent and follow
a probability measure which satisfies a weak spectral gap (or weak Poincaré) inequality. We
established oracle inequalities in probability for the prediction error for the Lasso and Group Lasso
estimators. Our results have been applied to tow example of non gaussian cases; namely a heavy
tailed and a sub-exponential examples. For these cases we explicit the oracle inequalities bounds
in a close form.
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