Analysis and fabrication of antireflective coating for photovoltaics based on a photonic-crystal concept and generated by evolutionary optimization
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We optimize multilayered antireflective coatings for photovoltaic devices, using modern evolutionary algorithms. We apply a rigorous methodology to show that a given structure, which is particularly regular (i.e., essentially periodic), emerges spontaneously and systematically for a very broad range of conditions. The very regularity of the structure allows for a thorough physical analysis of how the design operates. This allows us to understand that the central part is a photonic crystal utilized as a buffer for light, and that the external layers have the purpose of reducing the impedance mismatch between the outer media and the Bloch mode supported by the photonic crystal. This shows how optimization can suggest new design rules and be considered as a source of inspiration. Finally, we fabricate these structures with easily deployable techniques.
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I. INTRODUCTION

Numerical optimization of photonic devices is increasingly relied on in the literature to provide us with solutions to technological needs, like highly miniaturized multiplexers [1]. This constitutes a path towards efficient solutions when no clear design rules are available. Such an approach clearly dates back to two decades ago, when particularly efficient design tools for multilayered structures were developed [2,3]. More recently, advanced optimization methods for photonic devices have been proposed and successfully used to generate numerous photonic structures [4].

However, no thorough physical analysis of the response of the structure has been generally done, for the simple reason that the structures are way too complex to be truly understood. The algorithms present for instance a well-known tendency to generate extremely small features which make them more difficult to fabricate and commercialize [4]. The results of these optimizations do not suggest any new design rule, so that numerical optimization is not yet considered as a true source of inspiration. It is all the more frustrating that naturally occurring photonic structures do inspire original designs [5], which is made possible by the fact that these photonic structures are almost systematically regular in some way or another [6].

In this paper, we will call structures regular when they may be periodic, have periodic parts, or present a gradual change. In that sense, regular structures are obviously structures which can be physically analyzed and understood. We underline however that the link between regularity and our comprehension is even more profound: when regularity can be identified in the most disordered structures or problems [7,8] then it can be interpreted physically. The spontaneous emergence of regularity in optimization should thus really be sought after and never considered lightly this may be a sign that design rules can be derived from optimization results. We underline that in other domains the same methods which are used in photonics actually yield regular solutions and are thus considered as a source of inspiration [9].

In photonics, however, the emergence of regularity is much less common, which can be linked to the numerous resonances even the most simple structures may present: each resonance represents potentially a local minimum for a cost function, and thus an increase in the complexity of the problem for an optimization algorithm. It is then difficult to determine whether regular structures do not emerge spontaneously because of the method used to perform the optimization or because regular structures are simply not optimal. A pioneering work however has suggested more than a decade ago that choosing the right optimization algorithm is important, by showing that evolutionary algorithms, which are versatile and global optimization methods, are able to generate regular photonic structures spontaneously. More recently, it has been shown that such algorithms are indeed perfectly able to retrieve naturally occurring photonic structures in the most simple yet emblematic cases [10].

When applied to the problem of designing a multilayered antireflective coating for a photovoltaic device, these evolutionary algorithms yield a particularly elegant and regular solution based on a photonic crystal with obviously adapted external layers. The emergence of a partially periodic solution may seem at first surprising. Photonic crystals may present a forbidden band, and thus behave as a frequency selective mirror—that is why in all the other optimization problems they emerge when the reflection, not the transmission, is maximized [10]. The optimization results thus suggest that
photic crystals may be utilized when they are transparent as efficient antireflective coatings.

Here we show that this structure emerges as the result of the optimization for a broad range of conditions and in a very systematic way. Then, we conduct a thorough physical study of this antireflective coating based on a photonic crystal, which is made possible by the very regularity of the solution proposed by the optimization algorithms.

First, we study in which conditions the structure may emerge, and show that they are broader than initially thought, explaining why it is consistently proposed as a solution by the optimization. A simple physical analysis then allows us to discuss to which point the structure is actually optimal. Second, we provide a thorough physical analysis of the optical response of the structure. Our analysis is based on a Fabry-Pérot model for the Bloch mode propagating inside the crystal, and we provide tools to compute the reflection coefficient of the Bloch mode inside the structure. We show that the photonic crystal is used, outside its forbidden band, as a buffer allowing light coming from free space to be transferred to silicon in a very efficient way. Finally, we have checked that such a structure could actually be realized using techniques which would be easy to deploy in the industry.

II. EMERGENCE OF THE DESIGN

The structure we study in the present paper has emerged as a solution consistently produced by global optimization algorithms when asked to find the best possible antireflective coating (ARC) in normal incidence as a multilayer with two alternating refractive indices (1.4 and 1.7, which are typical of the silicon oxyxide we use in the last part of the paper to fabricate the ARC [11] or of biological materials, typically chitin [12]) on top of an amorphous hydrogenated silicon layer.

The quantity to be maximized here was the short circuit current in the 375–750-nm range, assuming a quantum yield equal to 1, as described in [13]. Among the different algorithms which were tested, differential evolution (DE) proved to be the most efficient algorithm for this kind of problem, generating solutions faster and more reliably than any other global algorithm [10].

The structure which will serve as a reference in the following, and that we call the simplified ARC, is constituted of a Bragg mirror with a forbidden band center at 835 nm, with two adapted layers on top of the structure (in contact with air) of 79 and 102 nm, and at the bottom (close to silicon) of 100 and 70 nm. The structure as well as its absorption spectrum are shown in Fig. 1, compared to the absorption spectrum of the photonic crystal alone. The role of the additional layers can be easily understood: they reduce the oscillations which can be seen in the spectrum and thus maximize the absorption in the visible range where the silicon is absorbent. The overall behavior of the structure is even better understood when looking at the reflectance of the structure, because the reduction of the oscillations and the high reflectance due to the forbidden band clearly appear in the spectrum in Fig. 2. This structure evokes Bragg mirrors equipped with ripple reduction layers, a classical technique used in optical filter synthesis for Bragg mirrors deposited on a glass substrate [14–17]. Such a technique is however not used to generate antireflective coatings, as this is generally not the goal which is pursued.

In this part, we will discuss the optimality of the ARC structure, keeping in mind that it is generally impossible to prove that a solution provided by an optimization algorithm is actually optimal. Even worse, one should assume that an optimization almost never produces an optimal design. It is possible to build some confidence that a solution is close to being optimal when for instance (i) it is consistently obtained as a solution by the optimization algorithms and (ii) a simple physical analysis allows us to understand how the design operates. Here, we will couple a statistical analysis of the emergence of our solution to our physical understanding of this solution. We show that this kind of structure is not optimal, by providing slightly more efficient ARC for the largest index contrasts. However, as we show here, the fact that the same structure emerges consistently reinforces our confidence that it is close to being optimal.

A. Methodology of the optimization

The cost function is the function which the algorithm will try to minimize. In our case, for a given multilayer structure characterized by the refractive index and thickness of each layer, we compute the short circuit current assuming an AM1.5 standard solar spectrum $j_{SC}$ using the formula

$$j_{SC} = \int A(\lambda) \frac{dI}{d\lambda} \times \frac{e\lambda}{hc} d\lambda,$$

FIG. 2. Reflectance of the optimized design (red) and of the pure photonic crystal (blue). The optimized design represented minimizes the ripple—the amplitude oscillations of the reflectance—in the visible range. The white line represents 500 nm.

FIG. 1. Absorption inside the silicon layer for the optimized design (red) and of the pure photonic crystal (blue). The optimized design minimizes the ripple—the amplitude oscillations of the absorption—in the visible range. The white line represents 500 nm.
where $A$ is the absorbance of the active layer; $e$, $h$, and $c$ are, respectively, the elementary charge, the Planck constant, and the speed of light in vacuum; and the spectral density of the illumination is given by the solar spectrum [18]. We divide $J_{SC}$ by the maximal theoretical short circuit over the 375–750-nm range, $J_{max}$. Since we want to maximize this quantity, the cost function $f$ is defined by

$$f = 1 - \frac{J_{SC}}{J_{max}}$$

so that it is comprised between 0 and 1. Said otherwise, when the cost function is decreased by 0.1, this corresponds to an increase of the short circuit current equal to 10% of the maximum achievable current.

We expect the problem we study to be modular, meaning that different regions of the structure will play almost independent roles, which is often the case for multilayered structures. In order to chose the right algorithm as well as the right variant and parameters for our problem, we have compared different algorithms and their variants on the most modular problem we have identified: the case of the high reflectance filter on a broad spectral range, leading to a chirped design [19]. On this problem, the evolutionary algorithm called differential evolution is the most efficient [10], but several variants of DE exist. After comparing the most common variants (DE/rand/1, DE/best/1, DE/randToBest/1, DE/currentToBest/1, DE/rand/2, and DE/best/2, identified according to the usual classification [20]) we have selected the DE/randToBest/1 variant. Finally, we have tuned the parameters of the algorithm so that it is finds the solution as quickly and as reliably as possible for the chirped dielectric mirror. We underline that this testbed is freely available in the Nevergrad library [21,22].

We thus consider a population of 30 individuals chosen randomly. Each individual is a potential solution defined by a vector, corresponding to a location in what we call here the phase space. To generate a new generation, each individual is compared to a new individual. The parameters of the new individual come either directly from the current individual to be improved with a probability $cr = 0.2$ or from a mutant generated using the formula

$$y = c + F_1 (a - b) + F_2 (\text{best} - c)$$

where $y$ is the mutant; $a$, $b$, and $c$ are the vectors which correspond to individuals chosen randomly in the population; while $\text{best}$ is the vector corresponding to the individual with the lower cost function. We have taken $F_1 = 0.9$ and $F_2 = 0.8$. The cost function associated to the new individual is computed, and it replaces the current individual in the population only if it has a lower cost function.

We have put boundaries on all the parameters. Here we force the thicknesses of each layer to be comprised between 30 and 250 nm. When a new individual is generated using mutation, there is no guarantee that it will satisfy these conditions. When this is not the case for a parameter, it is simply replaced by the parameter of the current individual. This allows us to explore correctly all the authorized phase space, without neglecting the edges—because the best solution is frequently found near these limits, especially when the refractive indices vary [10]. We underline that in some of our optimizations we allow the refractive indices of each layer to vary. In those cases we performed a structured optimization by considering that the refractive index and the thickness of a layer constitute a single parameter: when a new individual is generated, either the two parameters are taken from the parent or they are computed using formula (2) with the same individuals. In general this drastically improves the efficiency of the algorithm [23], underlining once more what a physical understanding can bring to the optimization even a priori.

In order to estimate whether a solution is produced systematically or not, we run 50 times DE on each problem (with a given number of layers), making sure that each run has converged by allocating a large enough budget (see Supplemental Material [24]). Then we plot all the different values of the cost function for the best individual obtained for each optimization, sorting them starting with the lowest as shown Fig. 3.

This kind of representation allows us to estimate whether the solution was produced by pure luck or not. A plateau for the lowest value indicates that the solution is often found. A plateau at a different value indicates that there is another solution with a large attraction basin in the phase space which is often found by the algorithm (these two types of plateau can be seen in Fig. 3).

Generally, for a multilayered optical filter, the higher the number of layers, the more efficient it is, and thus the lower the cost function [3,10,14,22]. This unique property allows us to better estimate when the algorithms struggle to find a solution by plotting the lowest cost function obtained for 50 runs versus the number of layers of the structure. In general, this curve shows a smooth decline as the number of layers grows and then becomes chaotic—signaling that the results are no longer reliable because the problem is too complex for the algorithm.
B. Results

First we have run optimizations as described above, for an even number of layers ranging from 4 to 50, the structure beginning with the lower index (1.4) and ending with the higher (1.7). The structure is placed on top of an infinite hydrogenated amorphous silicon substrate. We have plotted in Fig. 4 the best cost function obtained as a function of the number of layers. In the same figure, we have plotted the cost function obtained for our simplified ARC, described above. Changing the thickness of the photonic crystal inside the ARC amounts to shifting the oscillations, which can be seen in its spectrum as shown in Fig. 2. As a result, the cost function of the simplified ARC presents quasiperiodic oscillations when the number of layers increases. The values of the cost function for the simplified ARC are just slightly larger than for the fully optimized structure. We consider this is a sign that small changes are brought by the algorithms to adapt even more the ARC, but that they will bring minor improvements only. The simplified ARC thus captures the main characteristics of the optimized structures. Furthermore, Fig. 4 indicates that even for 50 layers the optimization is reliable, since a plateau can be seen for the lowest values of the cost function.

C. Discussion

Our results clearly indicate that a Bragg mirror with adapted outer layers is an obvious strategy to reduce the reflection for a photovoltaic device. The design emerges systematically whatever the conditions. Even when the algorithm cannot be considered to produce a satisfactory solution (i.e., as efficient as the simplified ARC), the results point in that direction, obviously resembling the reference and presenting the same level of efficiency but never clearly outperforming it.

For a photovoltaic problem, extending over most of the visible spectrum and with a relatively bumpy AM1.5 illumination, a much more disordered structure could have been expected. In similar situations, engineered disorder has actually proven to be a very fruitful approach [25]. Even seemingly ordered structures which occur in nature, like that of the Morpho butterfly [10], do contain some kind of correlated disorder [25]. The structures we obtain do also, to better adapt to the AM1.5 spectrum obviously, but this remains limited—so that the ordered structure can always be distinguished. However, different structures may well emerge if the way the efficiency of the structure is assessed (and thus the cost function) changes. Figure 6 shows another ordered design, which emerges when the refractive index range is extended and the refractive index is allowed to vary. This structure can be deemed regular, with a striking symmetrical pattern at its core. However, the reasons why it emerges remain unclear: one would expect such a smooth refractive index profile to
lead to some kind of localization of light inside the structure, a seldom desirable feature in this context. This shows anyway that while the range of situations where a periodic structure emerges is relatively broad, such a structure is not systematically the best solution.

Moreover, simulations show that when the incidence angle is modified the photonic band gap of the crystal is shifted towards shorter wavelengths, which is detrimental to the efficiency. A new cost function including a wide angular range may then lead to completely different structures, eventually disordered. The design we present may thus be optimal only in normal incidence.

We underline that the solutions to ARC problems in the literature, generally obtained using specific design algorithms [2,3], are generally complex, but sometimes quite regular too [26]—so that the emergence of a periodic design is not new. However, the designs are still difficult to understand compared to the design we study here.

The strategy suggested here by the optimization is very similar to what is done for Bragg mirrors in order to reduce the so-called ripples—the oscillations in the spectrum outside of the band gap [15–17,27,28]. Such oscillations are commonly thought of as produced by some kind of reflection inside the structure due to the “mismatch between the structure and the surrounding media” [16]. The amplitude of the ripples is actually not modified whatever the number of layers of the adapted layers.

III. PHYSICAL ANALYSIS THROUGH A CA VITY MODEL FOR THE BLOCH MODE

Inspired by the results provided by the optimization, we study in this part our simplified ARC as described above.

Even though a Bragg mirror is actually considered by most authors as a slab in which a Bloch mode propagates and is reflected by both edges, there has been little work supporting such an idea because of the lack of any theoretical method to define or compute the reflection or transmission coefficients of the Bloch mode.

Here we show that such coefficients can be computed by using a cavity model to fit the actual data, allowing a thorough physical analysis of the whole structure.

A. Fabry-Pérot cavity model

Inside an infinite Bragg mirror, light propagates as in a homogeneous medium under the form of a Bloch mode, which has the profile of a plane wave. Each Bloch mode is characterized by a wave vector \( k_s \) along the direction of the interfaces and a wave vector perpendicular to the interfaces noted \( \gamma \) here. In the following, the light is assumed to illuminate the structure in normal incidence, so that \( k_s = 0 \) and the dispersion relation giving \( \gamma \) reduces to

\[
\cos(\gamma d) = \cos\phi_1 \cos\phi_2 - \frac{n_i^2 + n_s^2}{2} \sin\phi_1 \sin\phi_2, \tag{3}
\]

with \( d = d_1 + d_2 \) the period of the photonic crystal, \( \gamma_1 \) the wave vector inside medium \( i \) of refractive index \( n_i \) and thickness \( d_i \), and \( \phi_i = \gamma d_i \).

In the band gap of the Bragg mirror, \( \gamma \) is purely imaginary, which means that the Bloch mode will not propagate inside the structure. In the spectral range we consider, the wave vector will be assumed to be real and the Bloch mode propagative.

A Bragg mirror with a finite number of periods, with or without adapted outer layers, will be considered here as a cavity for the Bloch mode defined above, with a wave vector \( \gamma \) given by the dispersion relation for the infinite Bragg mirror.

In the framework of such a model, the reflection coefficient \( r \) of the whole structure with a Bragg mirror with a thickness \( h \) is given by a cavity model:

\[
r = r_0 + t_2B, \tag{4}
\]

\[
A = t_1 + Br_{Bi}, \tag{5}
\]

\[
B = Ar_{Bi}e^{2\gamma h}, \tag{6}
\]

with \( A \) and \( B \) the upward and downward amplitudes of the Bloch mode, \( r_0 \) the reflection of the incident plane wave on the first layer of the photonic crystal, \( t_1 \) and \( t_2 \) the transmission coefficients between free space and the Bloch mode, and \( r_{Bi} \) (resp. \( r_{Bs} \)) the reflection coefficient of the Bloch mode on the outer layers (resp. the substrate). The whole model with the different coefficients is summarized Fig. 8.

This formula leads to the Fabry-Pérot formula for the reflection coefficient of the whole structure:

\[
r(\lambda, h) = r_0(\lambda) + \frac{t_1(\lambda)t_2(\lambda)r_{Bi}(\lambda)e^{2\gamma(\lambda)h}}{1 - r_{Bi}(\lambda)r_{Bs}(\lambda)e^{2\gamma(\lambda)h}}, \tag{7}
\]

B. Fit with a Fabry-Pérot formula

Retrieving the internal transmission and reflection coefficients of the model would be a relatively easy task if only it were possible to make the thickness of the structure take arbitrary values for a given frequency. However, the core of the structure has a thickness which is always a multiple of the period of the crystal \( d \). The problem is illustrated Fig. 9.

---

**FIG. 7.** Reflectance of the simplified ARC with 6 layers (red) and 12 layers (blue) in the central photonic band gap. The number of layers does not impact the ripple amplitude.

---
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where the red point indicates the available data, as well as a reliable fit with a periodicity imposed by the Bloch mode wave vector. Retrieving the internal coefficients is thus nontrivial and requires a purely numerical approach.

To summarize, we fit the data with a cavity model. However, given the structure of the formula, it is not possible with a single fit to determine all the internal coefficients. The model for the reflectance which we actually use is given by

$$F_j = \left| c_0 + \frac{c_1 e^{2i\gamma h}}{1 - c_2 e^{2i\gamma jd}} \right|^2, \tag{8}$$

where $c_0$, $c_1$, and $c_2$ are the coefficients which can actually be retrieved, $\gamma$ is given by the dispersion relation (3), and $j$ is the number of periods of the photonic crystal considered. In order to perform the fit, a rather complicated optimization process, we use DE again, and the cost function, defined for a given frequency by

$$f = \sum_{j=1}^{30} |r_j r_j^* - F_j|^2, \tag{9}$$

where $r$ is the reflection coefficient of the whole structure, computed using an impedance formalism [14] to reduce the computational cost. A single optimization run is usually enough to determine satisfactory $c_i$ coefficients, as shown in Fig. 9. It is striking how the periodicity of the model, imposed by the wave vector $\gamma$ calculated independently of the fit, is different from the apparent periodicity of the data. This illustrates why the fitting process is difficult.

We can find the $c_2$ coefficient by using the fitting process. However, it provides an immediate access to the internal reflection coefficients only in the case of a symmetric structure. In general, $c_2$ is the product $r_{Bi} r_{Bs}$ and thus the determination of both coefficients is not straightforward. We prove [24] that determining these coefficients is possible and constitutes a coherent approach, provided the fitting process is applied to a variety of symmetric and asymmetric structures (see Fig. 10).

We have checked for all the structures shown in Fig. 10 that our approach produces perfectly coherent results, allowing us to access the reflection coefficient of the Bloch mode whatever the termination for the Bragg mirror considered (abrupt or adapted, with silicon or with air).

C. Discussion

Now that we have access to the reflection coefficient of the Bloch mode, we can compare the response of the structure when the Bragg mirror is terminated abruptly and when the adapted layers are added.

Figure 11 shows the comparison between the internal reflection coefficient with abrupt or adapted termination, whether on the side of air or on the side of silicon. In both cases the role of the adapted layers appears very clearly: the modulus of the reflection coefficient is significantly reduced. This is particularly striking for the layers between the Bragg mirror and air. This strengthens the idea that the adapted layers allow one to reduce the mismatch between air and the Bragg mirror, reducing the internal reflection coefficient and finally the ripples.

The Bragg mirror can finally be considered as a buffer in the structure generated by the algorithms. It is difficult to reduce the impedance mismatch between air and silicon, because this mismatch is really large. Antireflective coatings
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FIG. 10. Representation of all the designs studied. Each curved arrow represents one Bloch mode reflection coefficient from the photonic crystal toward an external media. The design of interest is this one represented in (a). The other designs allow the study of the behavior of the Bloch mode as a function of the external media and to understand why the design in (a) is the solution of the photovoltaic design optimization. A yellow layer represents a silicon substrate.

FIG. 11. Coefficient reflection for the Bloch mode depending on the simple Bragg mirror (i) beginning with a high index layer (green triangles), (ii) beginning with a low index layer (black circles), (iii) beginning with adapted layers on the air side (blue squares), (iv) terminating with adapted layers on the silicon side (red squares), (v) terminating with a high index layer (pink squares), or (vi) terminating with a low index layer (orange circles). Clearly the adapted layers reduce the reflection for the Bloch mode.

FIG. 12. Impact of external layers on $r_0$. The reflection coefficient $r_0$ is diminished when adapted layers are present (blue curve) compared to when there are none (black curve).

with gradually increasing refractive index can be very efficient, but such structures require a wide range of available refractive index, typically ranging from 1 to at least 3 (close to the refractive index of silicon) [29]. The Bragg mirror with adapted terminations emerges because, with a limited range of refractive index, a better solution is to minimize the mismatch between free space and the photonic crystal, and then between the photonic crystal and silicon. The role of the Bragg mirror is thus clearly to support the Bloch mode, characterized by an effective index, and to serve as a buffer. That is the reason why, when the number of layers is increased, the algorithms tend simply to add periods to the Bragg mirror.

This interpretation is reinforced when the $r_0$ coefficient, the reflection coefficient of the incoming light on the structure with an infinite Bragg mirror layer, which can be deduced from our optimizations, is considered. If we compare the $r_0$ coefficient obtained for structures without adapted layers, we see a reduction of $r_0$ by a factor of 4 to 5 typically when adapted layers are added (see Fig. 12), which is completely coherent with the idea of a reduced impedance mismatch between air and the photonic crystal.

IV. FABRICATION AND CHARACTERIZATION OF THE ANTIREFLECTIVE COATING

Finally, we have checked that the designs suggested by optimization could be easily fabricated while relying on a technique which could potentially be deployed on currently existing production lines. We have used a reactive sputtering, a process which is known to be easily scalable, to fabricate nonstoichiometric silicon oxynitride $\text{Si}_x\text{O}_y\text{N}_z$ layers the refractive index of which ranges typically from 1.4 to 1.7. Higher index can be reached for a higher content in silicon with this technique [11], however in that case the layers become absorbent. A crystalline silicon target is placed at 9.5 cm in front of a rotating substrate holder and sputtered using a radio-frequency power of 250 W and at 13.56 MHz in an atmosphere of $\text{Ar}/\text{O}_2/\text{N}_2$ [11]. The gas flows $F_{\text{Ar}}$, $F_{\text{O}_2}$, and $F_{\text{N}_2}$ are controlled using mass flow meters. In the present paper,
FIG. 13. Experimental results of the reflectance measurements obtained for design with six layers (continuous blue line) and eight layers (continuous red line) and their theoretical expectation (discontinuous lines).

the flows of Ar and N₂ are put at a fixed value, while the flow of O₂ was made to vary periodically. More precisely, we use a rectangular pulsed flow rate from zero during the off-time \( T_{\text{off}} \), to a maximum flow rate \( F_{\max , O_2} \) during the on-time \( T_{\text{on}} \). Depending on pulsed parameters \( (T_{\text{on}}, T_{\text{off}}, and F_{\max , O_2}) \), time-averaged O₂ flow rate is tuned during target sputtering, which gives us precise control of the composition of the deposited film, e.g., \( x, y, \) and \( z \) in \( \text{Si}_x\text{O}_y\text{N}_z \) material, and so of their refractive index.

Two samples have been fabricated, corresponding to structures with a relatively low number of layers. The results presented above show that the physical mechanism which explains the efficiency of the ARC can actually occur for as few as six layers, with only one period of the photonic crystal. The second sample corresponds to two periods of the Bragg mirror and thus eight layers. These two structures are potentially cheap to manufacture and thus are more likely to be deployed some day than coatings with a thicker photonic crystal.

We measure the reflectance of the fabricated structures at room temperature. A halogen lamp is used as a visible light source. The collimated light is directed on the sample, then the reflected signal is focused on the monochromator slit entrance. A 32-cm focal monochromator coupled with a CCD camera is used as the detection.

The measured spectra obtained for the two samples shown in Fig. 13 are in relatively good agreement with theoretical calculations, showing both a part of the spectrum presenting a low reflectance and a higher reflectance in the gap of the photonic crystal. We have little doubt that imperfections in the fabrication process, which is far from being optimized yet, are responsible for the discrepancies. At least, these results show how easily the ARC we have designed can be fabricated with easily deployable techniques.

V. CONCLUSION

We shown that evolutionary optimization of antireflective coatings for photovoltaic devices systematically yields photonic crystals with adapted terminations. While such structures may not be perfectly optimal, we have established that they emerge for a very broad set of conditions. Such solutions can be called robust. While such an approach recalls ripple reduction strategies which have been known for a very long time [16], our paper suggests that this class of structure should be the subject of much more attention. We insist that devices including photonic crystals the working point of which is outside of the forbidden band, like the ARC studied here, are finally not that common [30].

Light propagates in photonic crystals under the form of Bloch modes. Since their invention, Bragg mirrors have been thought of as cavities for such a mode, and the ripples outside of the photonic band gap as a signature of slab resonances. We have proposed a methodology to retrieve the internal reflection coefficient of the Bloch mode—quantities which cannot be retrieved analytically. First, our analysis is in complete agreement with the picture of finite structures as cavities. Second, our approach has confirmed that the outer layers of our ARC reduce the impedance mismatch between the outside media and the photonic crystal. The periodic part of the structures can thus be thought of as a buffer for light.

This strategy is robust, in the sense that only the outer layers have to change when either the outer media or the index contrast changes, explaining why such structures emerge so easily as solutions. Here, the physical analysis strengthens the confidence we have in the optimization process. A physical analysis is a powerful tool allowing one to easily guess that a structure is probably suboptimal or to perceive more precisely why it emerges [10] and even to guide an optimization [31,32]. As a consequence, we think the result of an optimization should always be discussed physically, which is only seldom done [33,34].

Finally, we have shown that these structures can be easily fabricated using a sputtering process which is increasingly used in the industry. We underline that the band gap of the photonic crystal present in our designs has the potential to reduce the heating of a potential solar cell, as it would reflect a part of the infrared spectrum which is not always able to generate electron-hole pairs. This could be a real advantage for some photovoltaic devices when performances are more important than costs, like for concentration photovoltaics for instance [35].

We underline that we have been able to physically understand the structures produced by optimization because they are regular. In addition to being often a sign that the structure is close to optimality [10,26,33], regularity generally allows for a physical analysis and, thus, for the results of the optimization to be used as a true source of inspiration. As very few algorithms have in the past yielded regular structures, the present paper is one of the first examples of such an a posteriori analysis. This is welcome because bioinspiration does not always offer relevant solutions to technological problems, particularly in photonics. Being able to generate photonic structures which are technologically relevant through an evolution-like optimization process may be more promising.

ACKNOWLEDGMENTS

The authors would like to thank Théo Charreyron for his help. Computations have been performed on the...
supercomputer facilities of the Mésocentre Clermont Auvergne University. A.M. is an Academy CAP 20-25 chair holder. He acknowledges the support received from the Agence Nationale de la Recherche of the French government through the program “Investissements d’Avenir” (Grant No. 16-IDEX-0001 CAP 20-25).


