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A Hybrid Approach for Improved Image
Similarity Using Semantic Segmentation

Anonymous

Abstract. Content Based Image Retrieval(CBIR) is the task of finding
the images from the datasets that consider similar to the input query
based on its visual characteristics. Several methods from the state of the
art based on visual methods (Bag of visual words, VLAD, ...) or recent
deep leaning methods try to solve the CBIR problem. In particular, Deep
learning is a new field and used for several vision applications including
CBIR. But, even with the increase of the performance of deep learn-
ing algorithms, this problem is still a challenge in computer vision. To
tackle this problem, we present in this paper an efficient CBIR framework
based on incorporation between deep learning based semantic segmen-
tation and visual features. We show experimentally that the incorporate
leads to the increase of accuracy of our CBIR framework. We study the
performance of the proposed approach on four different datasets(Wang,
MSRC V1,MSRC V2, Linnaeus)

Keywords: CBIR · Semantic segmentation · Image representation · Fea-
tures Extraction.

1 Introduction

Content Based Image Retrieval(CBIR) is a fundamental step in many computer
vision applications such as pose estimation, virtual reality, Medical diagnosis,
remote sensing, crime detection, video analysis and military surveillance. CBIR is
the task of retrieving the images similar to the input query from the dataset based
on their contents. CBIR system (see figure 1) based on three main steps: (1)
Feature extraction (2) Signature construction (3) Retrieval. The performance of
any proposed approach depends on the way in an image signature is constructed.
Therefore, construction image signature is a key step and the core of CBIR
system. State of the art mentions two main contributions used to retrieve the
closest image: BoVW (Bag of Visual Words) and CNN (Convolutional Neural
Networks) descriptors for image retrieval. Both contributions represent images
as vector of valued features. This vector encodes the primitive image such as
color, texture and shape.

In this paper, we present a new idea to improve the potential of recovering
the relevant images. Our work incorporate the extracted visual features with the
semantic information to build a robust semantic signature. Before computing the
distance between the query and the datasets, we have proposed also an efficient
test for checking the semantic similarity. This step keeps only the images with
the same semantic content with the query and penalize the rest. Our results on
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different database highlight the power of our approach.
This article is structured as follows: we provide a brief overview of convolu-
tional neural networks descriptors and bag of visual words related works in Sect.
2. We explain our proposals in Sect. 3. We present the experimental part on
four different datasets and discuss the results of our work in Sect. 4. Section 5
conclusion.

Fig. 1. Cbir system

2 State of the art

Many CBIR systems have been proposed in last year [9] [1] [28] [20]. In the litera-
ture two main methods for retrieving the images by similarity: (1) methods based
on visual features extracted from the image using visual descriptors (2) Learning
methods based on deep learning architecture for construction a global signature
extracted from the features layer. Let’s start by describing the methods based
visual features. Bag of visual words (BoVW) or Bag of visual features (BoF) [8]
is the popular model used for image classification and image similarity. BoVW
treated as following. For each image, the visual features detected then extracted
using a visual descriptors such as SIFT [15]. This step will be repeated in a re-
cursive way on all images dataset until collecting all visual descriptors dataset.
Then a clustering step using K-MEANS [11] will be applied on the descriptors
to build the visual vocabulary (visual words) from the center of each cluster.
In order to obtain the visual words, the features query replaced by the index of
the visual words that consider the nearest using euclidean distance. Finally, the
image described as a histogram of the frequency of the visual phrase exist in the
image. Inspired by BoVW, vector of locally aggregated descriptors (VlAD) [10]
present an improvement which is assign to each visual feature its nearest visual
word and accumulate this difference for each visual word. Fisher Vector encoding
[19] uses GMM [21] to construct a visual word dictionary. VLAD and Fisher are
similar but VLAD does not store second order information about the features
and use K-MEANS instead GMM. Another inspiration from BoVW presented
by Bag of visual phrase (BoVP) [17] [2] [18]. BoVP describe the image as a ma-
trix of visual phrase occurrence instead of a vector in BoVW. The idea is to link
two or more visual words by a criterion. Then the phrase can be constructed by
different way (sliding windows, k-nearest neighbors, Graph). [2] Local regions are
grouped by the method of clustering (single-linkage). [18] Group each key point
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with its closest spatial neighbors using L2 distance. In other side, deep learning
has proven useful in computer vision application. In particular, convolutional
neural network (CNN, or ConvNet) is the most commonly applied to analyzing
the image by content. CNN algorithms based on architecture for analyzing the
images. The architecture is composed by a set of layers. The major layers are
:the input layer, hidden layers and the output layer. In CNN for computing the
similarity between two images it is necessary to extract the features vector from
the feature layer then calculating the distance using L2 metric. Many CNN mod-
els have been proposed, including AlexNet [12],VGGNet [23], GoogleNet [26]
and ResNet [25]. The fully connected layer (feature layer) usually found towards
the end of CNN architectures with vector size of 4096 of float which describe
the feature image (color, shape, texture, ...). Similar to Local visual Feature
approaches, after extracting all descriptors the retrieval accuracy computed us-
ing Euclidean distance between the images. NetVLAD [3] inspired from VLAD
is a CNN architecture used for image retrieval. [4] reduce the training time
and provides an average improvement in accuracy. Using ACP is frequently in
CBIR application thanks to its ability to reduce the descriptor dimension with-
out losing its accuracy. [22] using convolution neural network (CNN) to train
the network and support vector machine (SVM) to train the hyerplane then
compute the distance between the features image and the trained hyper-plane.

3 Contributions

Fig. 2. Global framework

In this section, we present a brief explanation of our framework. Our aim is
to improve the image representation. The rentability and efficiency of any CBIR
system depends on the robustness of the image signature. Figure 2 presents our
global framework. Our framework starts with parallel process: extraction visual
features and extraction semantic information for both query and datasets. Then,
we exploit the extracted information for two main uses: (i) Creation semantic
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signature (ii) Creation semantic histogram. To build a semantic signature, we
incorporate the semantic information with the visual descriptors. Then, we check
the resemblance between two images based on their semantic histograms and we
compute the distance between the query and the selected candidates using L2
metric.

3.1 Semantic signature

The most CBIR system describe the image as a vector of N unit. Bag of visual [8]
words represent the image as a frequency histogram of vocabulary that are in
the image. In deep learning, the image signature is a vector of N float extracted
from the feature layer. In this work, we present a new idea to construct an image
signature based on incorporation between semantic information and the visual
features. We define the signature as a matrix of N * M float where the width N
corresponds to the size of descriptor (SIFT 128) and the height M corresponds to
the number of classes on which the network was trained. Figure 3 and algorithm
1 describes the different steps of our approach. The process of construction com-
posed of three different steps: (i) Detection and extraction the visual features
(ii) Extraction of semantic information (iii) Regrouping the keypoints by class
label and computing their center. To compute the center of classes, for each class
label on the image we select the set of keypoints that belongs and we apply for
them the clustering algorithm (K-MEANS). Consequently, each class label will
be presented by a vector of N float. Finally the image signature is composed of
N center of clusters that represent the existing classes label in the image. It is
not necessarily that the image contains all classes during the prediction. In this
case, we assign a null vector for the missing classes.

Fig. 3. Semantic signature construction

3.2 Semantic histogram

Except that the semantics provides us a class by label, we can also know the
objects in the image and their proportion. We exploit this information to check
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Algorithm 1 Create Image Signature

Require: Image I, Size N . number of classes on which the network was trained
Features=DetectionExtractionFeatures(I)
Iseg=SemanticSegmentationPrediction(I)
For i = 1 to N do
IF Exist(Classi in Iseg)

SG=∅
For j = 1 to Size(Features) do

IF Label(Featuresj)==Classi
SG= SG . Featuresj . Concatenation

EndIF
EndFor
SVW=Kmeans(SG,1) . Semantic visual words

Else
SVWs=∅

EndIF
Signature(i,:)=SVW

EndFor
Return Signature

the semantic similarity between the images. Then, we assume that if two images
share the same classes label are then semantically similar otherwise the content
of the images is different. Consequently, using the semantic information we can
select the images which are similar in content with the query. In other side,
we can neutral then penalize in the calculation step the dissimilar images with
Sim(Iquery,Idataset) ≤ ε. To deal with this problem, we proposed to construct
for each image a semantic histogram. As shown in figure 4, we define the image
as a vector of N unit contains the proportion of each class in the image. Then,
we measure the semantic similarity between two images using equation (1).

Sim(query, candidate) =

n∑
i=0

|Pqueryi
− Pdataseti | (1)

where P are the the proportion of a class in the image.
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Fig. 4. Semantic histogram

The main advantage of the checking phase is makes us able to increase the
CBIR accuracy by keeping only the images that have the same semantic content
with the query and to penalize the rest that consider semantically different(figure
5).

Fig. 5. Semantic similarity between the images
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Name Size ground Query mode
DB / Queries Truth

MSRC v1 241 / 241 - query-in-ground Truth

MSRC v2 591 / 591 - query-in-ground Truth

Wang [27] 1000 / 1000 100 query-in-ground Truth

Linnaeus [6] 6000 / 2000 400 queries/dataset are disjoint

Table 1. Database used to evaluate of approach

4 Experimental results

4.1 Benchmark datasets for retrieval.

In this section, we present the potential of our approach on four different datasets
(Table 1). Our goal is to increase the CBIR accuracy and reduce the execution
time. To evaluate our proposition, we test on the following datasets :
•MSRC v11 (Microsoft Research in Cambridge) which has been proposed by Mi-
crosoft Research team. MSRC v1 contains 241 images divided into 9 categories.
The evaluation on MSRC v1 is based on MAP score (mean average precision)
• MSRC v22 (Microsoft Research in Cambridge) contains 591 images included
MSRC v1 dataset and divided into 23 categories. The evaluation on MSRC v2
is based on MAP score (mean average precision)
• Corel 1000 [27] or Wang is a dataset of 1000 images divided into 10 categories
and each category contains 100 image. The evaluation computed by the average
precision of the first 100 nearest neighbors among 1000.
• Linnaeus [6] is a collection of 8000 images of 4 categories (berry, bird, dog,
flower). The evaluation on Linnaeus is based on MAP score (mean average pre-
cision)

4.2 Performance metrics

In content based image retrieval(CBIR) the most used evaluate measures is the
precision. The precision P is the number of relevant images found compared to
the total number of images proposed for a given query.

P (Ik) =

K∑
j=1

Ij
K

(2)

where k is the number of retrieved images.
In the multi-class case

Av =
1

Mv

Mv∑
k=1

P (Ik) (3)

1 https://pgram.com/dataset/msrc-v1/
2 https://pgram.com/dataset/msrc-v2/
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mAP =
1

S

S∑
k=1

Av (4)

where Mv is the number of classes and S is the number of queries.

4.3 Benchmark datasets for semantic segmentation.

Many semantic segmentation datasets have been proposed in the last years such
as Cityscapes [7], Mapillary [16], COCO [14], ADE20K [29], Coco-stuff [5],
Mseg [13] and others. The semantic representation is divided into two main cat-
egories: Stuff and Things. Things objects have characteristic shapes like vehicle,
dog, computer... . Stuff is the description of amorphous objects like sea, sky,
tree,... . Therefore, the semantic segmentation datasets are divided into three
main categories: (i) Stuff-only (ii) Thing-only (iii) Stuff and Things. To obtain
a robust prediction, we use the recent implementation HRNet-W48 [24] archi-
tecture trained on Coco-stuff [5] and Mseg [13] datasets. The main advantage of
using Coco-stuff [5] and Mseg [13] datasets is that they are able to predict for
both thing and stuff with high number of class predicted for an image.

Dataset Images Merged All Stuff / Thing Year
Classes classes classes

Coco-stuff [5] 164K 172 172 92 / 80 2018

Mseg [13] 220K 194 316 102 / 94 2020

Table 2. Details about semantic dataset used to predict the images
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4.4 Results on Benchmark datasets for retrieval

aaaaaaaaaaa
Retrieval Dataset

Descriptors
KAZE SURF HOG

MSRC v1 0.79 0.84 0.85

MSRC v2 0.61 0.58 0.60

Linnaeus [6] 0.71 0.73 0.71

Wang [27] 0.73 0.74 0.71

using semantic filter

MSRC v1 0.81 0.86 0.87

MSRC v2 0.74 0.73 0.71

Linnaeus [6] 0.73 0.75 0.74

Wang [27] 0.84 0.84 0.83

Table 3. MAP evaluations using Mseg datasets

aaaaaaaaaaa
Retrieval Dataset

Descriptors
KAZE SURF HOG

MSRC v1 0.77 0.82 0.84

MSRC v2 0.57 0.55 0.61

Linnaeus [6] 0.67 0.68 0.66

Wang [27] 0.71 0.72 0.69

using semantic filter

MSRC v1 0.80 0.85 0.86

MSRC v2 0.71 0.72 0.71

Linnaeus [6] 0.72 0.75 0.73

Wang [27] 0.82 0.83 0.80

Table 4. MAP evaluations using Coco-stuff datasets

We conducted our experimentation on two different semantic dataset (Table 2)
and four retrieval datasets (Table 1). We test our approach using three different
descriptors (Kaze, Surf, Kaze). In addition, we compare there with two categories
of methods : (i) Local visual Feature: methods that are based on local features
like Surf, Sift included the inherited methods such as BoVW, Vlad, Fisher. (ii)
Learning based features: methods that based on learning the features using deep
learning algorithms. Tables 3, 4 present the performance of the retrieval on the 4
datasets with three different descriptors. Above, we show the map (mean average
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precision) scores using only the semantic signature ( figure 3). Down, we present
the results by adding the semantic filter. In experimentation we set epsilon (ε)
at 0.9 to keep only the images that are considered semantically similar to the
input query and we assign a negative score to the rest. It clearly indicates that
adding the semantic filter improves the accuracy.

Methods Top 20

ElAlami [9] 0.76

Guo and Prasetyo [1] 0.77

Zeng et al. [28] 0.80

Jitesh Pradhan [20] 0.81

Proposed method 0.91

Table 5. comparison of precision for top 20 retrieved images(Wang dataset)

For the methods [9][1] [28][20] in table 5, we compare the precision of the top
20 retrieved images for all categories for Wang dataset. In Table 6 we compare our
results with a large state of the art methods. For [25], [23], [12] we extract from
their architecture the features vector from the features layer then we evaluate
the their performance on the datasets using L2 distance. As indicate the results
our proposed present good performance for all datasets.

Methods MSRC v1 MSRC v2 Linnaeus Wang

BoVW [8] 0,48 0.30 0,26 0.48

n-BoVW [17] 0.58 0.39 0.31 0.60

VLAD [10] 0.78 0.41 - 0.74

N-Gram [18] - - - 0.37

AlexNet [12] 0.81 0.58 0,47 0.68

VGGNet [23] 0.76 0.63 0,48 0.76

ResNet [25] 0.83 0.70 0,69 0.82

Ruigang [22] - - 0.70 -

Ours (best) 0.86 0.72 0.75 0.84

Table 6. Comparison of the accuracy of our approach with methods from the state of
the art

5 Conclusion

In this paper, we have presented an efficient CBIR approach based on incorpora-
tion between deep learning based semantic segmentation and visual features. We
have presented two main uses of the semantic information: (i) Creation seman-
tic signature (ii) Creation semantic histogram. We have proven that the use of
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the semantic information increase the CBIR accuracy. With different descriptors
(KAZE, SURF, HOG) our approach achieve a better results in terms of accuracy
compared to the state of the art methods.
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