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UNIFORM POINCARÉ AND LOGARITHMIC SOBOLEV INEQUALITIES

FOR MEAN FIELD PARTICLES SYSTEMS

ARNAUD GUILLIN ♦ , WEI LIU ♣ , LIMING WU ♦ ,
AND CHAOEN ZHANG ♦

♦ Université Clermont-Auvergne
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Abstract. In this paper we establish some explicit and sharp estimates of the spectral
gap and the log-Sobolev constant for mean field particles system, uniform in the number
of particles, when the confinement potential have many local minimums. Our uniform log-
Sobolev inequality, based on Zegarlinski’s theorem for Gibbs measures, allows us to obtain
the exponential convergence in entropy of the McKean-Vlasov equation with an explicit rate
constant, generalizing the result of [10] by means of the displacement convexity approach,
or [19, 20] by Bakry-Emery technique or the recent [9] by dissipation of the Wasserstein
distance.

Key words : Poincaré inequality, logarithmic Sobolev inequality, mean field particle models,
McKean-Vlasov equation.
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1. Introduction

Functional inequalities such as Poincaré or logarithmic Sobolev inequalities have nowadays
an important impact on various fields of mathematics (probability, PDE, statistics,...) due
to their various properties such as convergence to equilibrium (in L2 or in entropy) or con-
centration of measure (exponential or gaussian). We refer to the beautiful book [3] for an
introduction (and more) to the subject as well as bibliographical references. Let us introduce
these two inequalities. Let µ be a probability measure on R

d, we say that the probabil-
ity measure µ satisfies a Poincaré (or equivalently spectral gap) inequality with (optimal)
constant λµ if for all smooth functions f we have

(PI) λ1(µ)Varµ(f) ≤
∫

|∇f |2dµ, (1)

where Varµ(f) :=
∫

f2dµ −
(∫

fdµ
)2

denotes the variance of f wrt µ and a logarithmic
Sobolev inequality with (optimal) constant ρµ if for all smooth functions f we have

(LSI) ρLS(µ) Entµ(f
2) ≤ 2

∫

|∇f |2dµ, (2)
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where Entµ(f
2) :=

∫

f2 log(f2/
∫

f2dµ)dµ denotes the entropy of f2 with respect to (w.r.t.
in short) µ. A famous condition to verify those inequalities is the Bakry-Emery Γ2 criterion
which says that if dµ = e−V dx on R

n, Hess V ≥ κId > 0, then λ1(µ) ≥ ρLS(µ) ≥ κ.
One crucial property of these two inequalities is the tensorization (or dimension free), i.e.
if µ satisfies a Poincaré or a logarithmic Sobolev inequality then µ⊗N satisfies the same in-
equality with the same constant (and thus independent of N) leading for example to (non
asymptotic) gaussian deviation inequalities refining central limit inequalities or convergence
to equilibrium independent of the number of particles. However interesting physical systems
are far from being independent, so that there exists a huge literature devoted to the obtention
of functional inequalities such as Poincaré or logarithmic Sobolev inequalities, in particular
to assess convergence to equilibrium, in various dependent settings such as (discrete or con-
tinuous) spin systems [22, 23, 24, 31, 32, 7, 8, 29, 30, 18, 4] (see also [17] for a survey) or
mean field models [19, 20, 11, 14, 15] with a particular emphasis on the dependence on the
number of spins or particles.
We will focus our attention on mean field particles system. To this end, consider the N(≥ 2)
interacting particles system of mean field type :

dXN
i (t) =

√
2dBi(t)−∇V (XN

i (t))dt− 1

N − 1

∑

j 6=i

∇xW (XN
i (t),XN

j (t))dt, i = 1, · · · , N (3)

where B1(t), · · · , BN (t) are N independent Brownian motions taking values in R
d, the con-

finement potential V is a function on R
d of class C2, and the interaction potential W is a

function on R
d × R

d of class C2. Its generator L(N) is given by

L(N)f(x1, · · · , xN ) =

N
∑

i=1

L(N)
i f(x1, · · · , xN )

L(N)
i f(x1, · · · , xN ) := ∆if(x1, · · · , xN )−∇iV (xi) · ∇if(x1, · · · , xN )

− 1

N − 1

∑

j 6=i

(∇xW )(xi, xj) · ∇if(x1, · · · , xN )

(4)

for any smooth function f on (Rd)N , where∇i denotes the gradient w.r.t. xi, ∆i the Laplacian
w.r.t. xi, and x · y = 〈x, y〉 denotes the Euclidean inner product.

The unique invariant probability measure of (3) is

µ(N)(dx1, · · · , dxN ) =
1

ZN
exp {−HN(dx1, · · · , dxN )} dx1 · · · dxN (5)

where

HN (x1, · · · , xN ) :=

N
∑

i=1

V (xi) +
1

N − 1

∑

1≤i<j≤N

W (xi, xj)

is the Hamiltonian, and ZN is the normalization constant called partition function in statis-
tical mechanics, which is assumed to be finite throughout the paper. Without interaction
(i.e. W = 0 or constant), µ(N) = α⊗N (i.e. the particles are independent), where

dα(x) =
1

C
e−V (x)dx, C =

∫

e−V (x)dx.
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Our first major goal is to get uniform (in the number of particles N) Poincaré or logarithmic

Sobolev inequalities for the measure µ(N) under tractable conditions. Malrieu [19] used
Bakry-Emery’s Γ2 technique to establish a logarithmic Sobolev inequality for the mean field
case thus requiring uniform convexity assumption for V and W . Recent techniques such
as Lyapunov conditions (see [2, 1] for example) are usually inefficient to get dimension-free
results. For each of these inequalities we require a uniform bound for the spectral gap or
the logarithmic Sobolev constants of the one particle conditional distribution. To bypass the
perturbation techniques, our main assumptions for Poincaré inequality will be of two sorts: for
the confinement potential we will need some linear growth at infinity as well as a lipschitzian
spectral gap property (see Section 2 for details) which will be sufficient to get a Poincaré
inequality for the one particle conditional distribution, and for the interaction potential a
lower bound on the “extra diagonal” Hessian of W , leading to new and sharp results. A
particular emphasis will be made on Curie-Weiss model and on interaction potential of the
form W (x, y) = W0(x− y). The proof will repose on some refinement of the ideas of Ledoux
[18]. For the logarithmic Sobolev inequality we will consider a translation of Zegarlinski’s
condition (see [31]) for mean field model which relies on the smallness of the product of the
Lipschitzian spectral gap and of the infinite norm of the Hessian of the interaction potential.
One of our interest to consider logarithmic Sobolev inequality for mean field particles system
is to get an exponential entropic decay for the limit non-linear McKean-Vlasov equation.
Indeed, consider the non-linear McKean-Vlasov equation with an internal potential V : Rd →
R and an interaction potential W : Rd × R

d → R (between two particles) so that W (x, y) =
W (y, x):

∂tνt = ∆νt +∇ · (νt∇V ) +∇ · (νt∇(W ⊛ νt)) (6)

where (νt)t≥0 is a flow of probability measures on R
d with ν0 given, ∇ is the gradient, ∇· is

the divergence, and

(W ⊛ ν)(x) =

∫

Rd

W (x, y)dν(y). (7)

It corresponds to the self-interacting diffusion

dXt =
√
2dBt −∇V (Xt)dt−∇W ⊛ νt(Xt)dt (8)

where νt is the law of Xt. It can be seen through the propagation of chaos phenomenon (see
[25] for example) that the law of XN

1 (t) converges to the one of Xt as the number of particles
N tends to infinity (for each t > 0). Via the logarithmic Sobolev inequality for the mean field
particles system and a quite technical passage to the limit, we will be able to prove entropic
convergence to equilibrium for the non-linear McKean-Vlasov SDE generalizing results of
[10, 9].
Let us finish this introduction by the plan of the paper. In the next section, we will present
our set of assumptions and the main results of the paper concerning uniform Poincaré or log-
arithmic Sobolev inequality of mean field particles system as well as exponential convergence
to equilibrium for McKean-Vlasov SDE (8). Section 3 presents the Lipschitzian spectral gap
for conditional distribution needed in the proof of the uniform Poincaré inequality detailed in
Section 4. The translation of Zegarlinski’s condition and thus the proof of uniform logarith-
mic Sobolev inequality are the core of Section 5. The exponential convergence to equilibrium
of McKean-Vlasov SDE is finally detailed in the last Section 6.
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2. Main results

2.1. Framework and main assumptions. Throughout the paper we work in the following
framework.

(H1) The confinement potential V : Rd → R is C2-smooth, its Hessian Hess(V ) = ∇2V =
(∂xk

∂xl
V )1≤k,l≤d of V is bounded from below and there are two positive constants

c1, c2 such that
x · ∇V (x) ≥ c1|x|2 − c2, x ∈ R

d. (9)

(H2) The pairwise interaction potential W : Rd × R
d → R is C2-smooth such that its

Hessian ∇2W is bounded and
∫∫

exp (−[V (x) + V (y) + λW (x, y)]) dxdy < +∞, ∀λ > 0.

(H3) (Lipschitzian spectral gap condition for one particle) the following Lips-
chitzian constant (for the marginal conditional distribution of one particle) is finite

cLip,m :=
1

4

∫ ∞

0
exp

{

1

4

∫ s

0
b0(u)du

}

sds < +∞ (10)

where b0(r) is the dissipativity rate of the drift of one particle in the system (3) at
distance r > 0 :

b0(r) = sup
x,y,z∈Rd:|x−y|=r

−〈 x− y

|x− y| , (∇V (x)−∇V (y)) + (∇xW (x, z)−∇xW (y, z))〉. (11)

This last condition, taken from [27], is of course reminiscent of the work of Eberle [14, 15]
without the interaction potential for convergence to equilibrium in L1-Wasserstein distance.
However in their work the interaction potential is seen only as a perturbation.

2.2. Uniform Poincaré inequality for mean-field µ(N). In the sequel we shall use the
notation ∇2

xi,xj
H for a C2-function H on (Rd)N , defined by

∇2
xi,xj

H := (∂2
xikxjl

H)1≤k,l≤d

where xi = (xi1, xi2, · · · , xid) ∈ R
d. Let

λ1,m = inf
N≥2

inf
1≤i≤N

λ1(µi) (12)

where λ1(µi) is the spectral gap of the conditional distribution µi = µi(dxi|xî) of xi knowing
xî = (xj)j 6=i, i.e. the best constant such that the following Poincaré inequality

λ1(µi)Varµi
(f) ≤

∫

Rd

|∇if |2dµi, ∀f ∈ C1
b (R

d)

holds.

Theorem 1. In the framework described above, we have always

λ1,m ≥ 1

cLip,m
. (13)

Assume that there is some constant h > −λ1,m such that for any (x1, · · · , xN ) ∈ (Rd)N ,

1

N − 1
(1i 6=j∇2

x,yW (xi, xj))1≤i,j≤N ≥ hIdN (14)
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in the order of definite nonnegativity for symmetric matrices, where In is the identity matrix
of taille n. Then µ(N) satisfies the following Poincaré inequality

(λ1,m + h) Var µ(N)(f) ≤
∫

(Rd)N
|∇f |2dµ(N), f ∈ C1

b (R
dN ) (15)

or equivalently the spectral gap λ1(µ
(N)) of L(N) on L2(µ(N)), defined as the infimum of those

spectral points λ > 0 of L(N) on L2(µ(N)), verifies

λ1(µ
(N)) ≥ λ1,m + h ≥ 1

cLip,m
+ h. (16)

Its proof will be given in §3.
The uniform Poincaré inequality in Theorem 1 gives us the following explicit correlation
inequality. For any C1-function f on R

d, denote ‖f‖2Lip by its Lipschitzian norm w.r.t. the

Euclidean metric on R
d.

Corollary 2. Under the conditions of Theorem 1, for any two bounded Lipschitzian functions
f, g on R

d and i 6= j

Covµ(N)(f(xi), g(xj)) ≤
cLip,m

(1 + cLip,mh)(N − 1)

(

‖f‖2Lip + ‖g‖2Lip
)

(17)

where Covµ(N)(·, ·) denotes the covariance of two functions under the probability measure

µ(N). Roughly speaking, two particles xi and xj become asymptotically independent at the
rate 1/N .

Proof. The l.h.s of (17) does not depend on (i, j). Applying the Poincaré inequality to

F := 1√
N

∑N
i=1 f(xi), we have

Varµ(N)(F ) = Varµ(N)(f(x1)) + (N − 1)Covµ(N)(f(x1), f(x2))

≤ 1

λ1(µ(N))

∫

|∇F |2dµ(N) ≤ 1

λ1(µ(N))
‖f‖2Lip,

and therefore

Covµ(N)(f(x1), f(x2)) ≤
1

(N − 1)λ1(µ(N))
‖f‖2Lip.

On the other hand, by the first equality above

Covµ(N)(f(x1), f(x2)) =
1

N − 1

(

Varµ(N)(F )−Varµ(N)(f(x1))
)

≥ − 1

N − 1
Varµ(N)(f(x1)) ≥ − 1

(N − 1)λ1(µ(N))
‖f‖2Lip.

Hence we get

|Covµ(N)(f(x1), f(x2))| ≤
1

(N − 1)λ1(µ(N))
‖f‖2Lip ≤ cLip,m

(1 + cLip,mh)(N − 1)
‖f‖2Lip, (18)

where the last inequality follows by (16).

Using (18), we obtain
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Covµ(N)(f(x1), g(x2)) =
1

4

[

Covµ(N)((f + g)(x1), (f + g)(x2))− Covµ(N)((f − g)(x1), (f − g)(x2))
]

≤ cLip,m
4(1 + cLip,mh)(N − 1)

(

‖f + g‖2Lip + ‖f − g‖2Lip
)

≤ cLip,m
(1 + cLip,mh)(N − 1)

(

‖f‖2Lip + ‖g‖2Lip
)

the desired (17). �

Remark 3. The Poincaré inequality (15) is sharp. In fact, let d = 1, V (x) = x2/2, W (x, y) =
βxy. In that case b0(r) = −r (such W does not change b0), 1/cLip,m = 1 = λ1,m. Note that

λ0 := min

{

1 + β, 1− β

N − 1

}

is the smallest eigenvalue of the symmetric matrix

1

N − 1
(β1i 6=j) + IN =

1

N − 1
(β1i 6=j) + λ1,mIN .

Our condition (14) for the Poincaré inequality becomes

λ0 > 0.

This is necessary even for well defining µ(N). And our estimate (16) says that λ1(µ
(N)) ≥ λ0.

As the matrix of the l.h.s. above is exactly the inverse of the covariance matrix of the centered
gaussian distribution µ(N), its spectral gap is exactly λ0, showing so the sharpness of this
theorem.

Remark 4. Here we give an explicit estimate of cLip,m under the following assumptions.
Assume there are some constants cV , c1, cW , c2 ∈ R and R ≥ 0 such that

〈∇V (x)−∇V (y), x − y〉 ≥ cV |x− y|2 − c1|x− y|1[|x−y|≤R] (19)

〈∇xW (x, z)−∇xW (y, z), x− y〉 ≥ cW |x− y|2 − c2|x− y|1[|x−y|≤R]; (20)

for all x, y ∈ R
d, and cV + cW > 0, then we have for any r > 0,

b0(r) = sup
|x−y|=r,z

〈 x− y

|x− y| ,−[(∇V (x)−∇V (y)) + (∇xW (x, z)−∇xW (y, z))]〉

≤ −(cV + cW )r + (c1 + c2)1[r≤R]

which implies that

cLip,m ≤ 1

4

∫ ∞

0
exp

{

1

4

∫ s

0
[−(cV + cW )u+ (c1 + c2)1[0,R](u)]du

}

sds

≤ 1

4

∫ ∞

0
exp

{

−1

8
(cV + cW )s2 +

1

4
(c1 + c2)R]

}

sds

=
1

cV + cW
exp

(

1

4
(c1 + c2)R

)

.

Example 1. (Curie-Weiss model) Let d = 1, V (x) = β(x4/4− x2/2), W (x, y) = −βKxy
where β > 0 is the inverse temperature, K ∈ R

∗. This model is ferromagnetic or anti-
ferromagnetic according to K > 0 or K < 0.
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For this example, we find by elementary analysis

b0(r) = −2V ′(r/2) = −2β(r3/8− r/2), r > 0.

then

cLip,m =
1

4

∫ ∞

0
exp

{

β

4

∫ s

0
(r − r3

4
)dr

}

sds

=
1

4

∫ ∞

0
exp

{

β

4
(
s2

2
− s4

16
)

}

sds

= eβ/4
∫ ∞

0
e−β(1/2−u)2du ≤

√
π√
β
eβ/4

Let λ(β) = 1
cLip,m

. By Theorem 1, if there exists h > −λ(β) such that

− βK

N − 1
(1i 6=j) ≥ hIN

then λ1(µ
(N)) ≥ h+ λ(β). Note that (1i 6=j) has two eigenvalues, N − 1 and −1. Hence

− βK

N − 1
(1i 6=j) ≥

{

βK
N−1IN , if K < 0,

−βKIN , if K > 0.

So taking

h =

{

βK
N−1 , if K < 0,

−βK, if K > 0

we get by Theorem 1,

λ1(µ
(N)) ≥

{
√
β√
π
e−β/4 + βK

N−1 , if K < 0,
√
β√
π
e−β/4 − βK, if K > 0.

(21)

(It holds automatically if the right hand side above is ≤ 0.)

In particular in the anti-ferromagnetic case (i.e. K < 0), for any ε > 0 small enough,

λ1(µ
(N)) ≥ π−1/2β1/2e−β/4 − ε > 0 when the number N of particles is big enough: the mean

field should have no phase transition.

Corollary 5. Assume that W (x, y) = W0(x− y) where W0 : R
d → R is C2, even. If

(1) ∇V is dissipative at infinity in the sense of (19), and
(2) The Hessian matrix HessW0 of W0 is bounded from below and from above:

cW Id ≤ HessW0 ≤ CW Id (22)

and cW + cV > 0.

Then for all N ≥ 2,

λ1(µ
(N)) ≥ λ1,m − N

N − 1
c−W −CW (23)

where c−W stands for the negative part of cW .
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Remark 6. Let us see what the Bakry-Emery Γ2-criterion yields. If ∇2W0 ≥ cW Id and
∇2V ≥ cV Id, by following the proof of the corollary above, we have ∇2H ≥ (cV − N

N−1c
−
W )IdN .

Thus by the Bakry-Emery Γ2-criterion,

λ1(µ
(N)) ≥ ρLS(µ

(N)) ≥ cV − N

N − 1
c−W

where ρLS(µ
(N)) is the log-Sobolev constant, given in the next subsection.

Remark 7. We notice that if V is super-convex at infinity (i.e. the minimal eigenvalue
of ∇2V (x) tends to +∞ when |x| → ∞), then cV can be taken arbitrarily large, so the
condition cW + cV > 0 on the lower bound cW of Hess W0 is always satisfied. In particular, if
W0(x) =

cW
2 |x|2 with cW < 0 (then concave and CW = cW ), the uniform Poincaré inequality

will hold for all big N by (23) since, in this case,

λ1,m − N

N − 1
c−W − CW = λ1,m +

1

N − 1
cW .

This phenomenon, apparently strange, can be intuitively explained as follows. The con-
finement potential, being super-convex, pushes strongly all particles towards some bounded
domain; and the interaction potential W0, being concave, pushes every particle far away from
others. This creates an equilibrium: the meaning of our spectral gap estimate (23) for the
concave potential W0.

We now present an example for which some much better estimates (than those in Corollary
5) can be obtained.

Example 2. Let W (x, y) = W0(x− y) where

W0(x) =

∫

Rd

e−
√
−1〈x,y〉dν(y) +

c

2
|x|2

where ν is some bounded symmetric (i.e. ν(−A) = ν(A) for any Borel subset A of Rd) positive
measure on R

d with finite second moment. Let Γν = (
∫

ykyldν(y))1≤k,l≤d be the covariance
matrix of ν, and λmax(Γν) (resp. λmin(Γν)) its maximal (resp. minimal) eigenvalue.

In §4, we will show the following better result :

λ1(µ
(N)) ≥ λ1,m +

1

N − 1
(min{c,−c(N − 1)} − λmax(Γν)) . (24)

If c ≤ 0 (then the interaction potential is concave), this implies that the spectral gap of µ(N)

is always uniformly lower bounded.

2.3. Uniform log-Sobolev inequality for the mean field µ(N). Recall that some non-
negative function f ∈ L logL(µ), its entropy w.r.t. the probability measure µ is defined
by

Ent µ(f) :=

∫

f log fdµ− µ(f) log µ(f), µ(f) :=

∫

fdµ.

Theorem 8. Assume that

(1) for some best constant ρLS,m > 0, the conditional marginal distributions µi := µi(dxi|xî)
on R

d satisfy the log-Sobolev inequality :

ρLS,m Ent µi
(f2) ≤ 2

∫

|∇f |2dµi, f ∈ C1
b (R

d) (25)
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for all i and xî ;
(2) (a translation of Zegarlinski’s condition)

γ0 = cLip,m sup
x,y∈Rd,|z|=1

|∇2
x,yW (x, y)z| < 1. (26)

then µ(N) satisfies

ρLS,m(1− γ0)
2 Ent µ(N)(f2) ≤ 2

∫

(Rd)N
|∇f |2dµ(N), f ∈ C1

b ((R
d)N )

i.e. the log-Sobolev constant of µ(N) verifies

ρLS(µ
(N)) ≥ ρLS,m(1− γ0)

2. (27)

Remark 9. In this remark we present one approach to establish the first assumption in
Theorem 8. Suppose that ∇2

xW ≥ −K0Id and V is super-convex in the sense that for any
K > 0 there exists R > 0 such that

∇2V (x) ≥ KId, for |x| ≥ R

then V can be decomposed as the sum of a uniform convex function Vc and a bounded
function Vb such that

∇2Vc ≥ (K1 +K0)Id,

therefore, thanks to Bakry-Emery criterion, the probability measure

1

Z̃
exp



−Vc(xi)−
1

N − 1

∑

j:j 6=i

W (xi, xj)



 dxi

satisfies a log-Sobolev inequality with constant K1. By the bounded perturbation theorem,

the conditional measures µi = µi(·|xî), i = 1, · · · , N satisfy a log-Sobolev inequality with a
uniform constant ρLS,m ≥ K1 exp(−(supVb − inf Vb)) which does not depend on i, x,N .

Example 3. Let us go back to the Curie-Weiss example in dimension 1: d = 1, V (x) =
β(x4/4− x2/2), W (x, y) = −βKxy where β > 0. As given before we have

cLip,m ≤
√

π

β
eβ/4.

So that

γ0 ≤ cLip,m‖∇2
x,yW‖∞ ≤

√

πβeβ/4|K|
which will be smaller than 1 if β or K is sufficiently small.

2.4. Exponential convergence of McKean-Vlasov equation in entropy and in the
Wasserstein metric W2. We present now an application of the uniform log-Sobolev in-
equality in Theorem 8 to the non-linear McKean-Vlasov equation.

Recall at first the relative entropy of a probability measure ν w.r.t. the given probability
measure µ on R

d:

H(ν|µ) :=
{

∫

f log fdµ = Entµ(f), if ν ≪ µ, f := dν
dµ

+∞, otherwise.
(28)
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The Lp-Wasserstein distance Wp(ν, µ) is defined by

Wp(µ, ν) = inf
(X,Y )

(E|X − Y |p)1/p

where the infimum is taken over all couples (X,Y ) of random variables defined on some
probability space, such that the laws of X,Y are respectively µ, ν (a such couple as well as
their joint law is called a coupling of (µ, ν)). Recall that the space Mp

1(R
d) of probability

measures with finite p-moment, equipped with Lp-Wasserstein distance Wp, is complete and
separable (Villani [26]).

The Fisher-Donsker-Varadhan’s information of ν w.r.t. µ is defined by

I(ν|µ) :=
{

∫

|∇
√
f |2dµ, if ν ≪ µ,

√
f :=

√

dν
dµ ∈ H1

µ

+∞, otherwise.
(29)

where H1
µ is the domain of the Dirichlet form Eµ[g] =

∫

|∇g|2dµ (well defined if µ has C1-

density w.r.t. dx). Recall that the log-Sobolev inequality for µ(N) can be rewritten in

ρLS(µ
(N))H(ν|µ(N)) ≤ 2I(ν|µ(N)), ν ∈ M1((R

d)N ). (30)

What replaces the role of the relative entropy in interacting particle system for the nonlinear
McKean-Vlasov equation is the free energy of a probability measure ν on R

d:

Ef (ν) :=







H(ν|α) + 1

2

∫∫

W (x, y)dν(x)dν(y), if H(ν|α) < +∞
+∞ otherwise

(31)

or more precisely the corresponding mean field entropy

HW (ν) := Ef (ν)− inf
ν̃∈M1(Rd)

Ef (ν̃). (32)

And the substituter of the Fisher-Donsker-Varadhan’s information is: if ν = f(x)dx,
∫

|x|2dν(x) <
+∞ and ∇f ∈ L1

loc(R
d) in the distribution sense,

IW (ν) :=
1

4

∫

|∇f(x)

f(x)
+∇V (x) + (∇xW ⊛ ν)(x)|2dν(x), (33)

and +∞ otherwise. Those two objects appeared both in Carrillo-McCann-Villani [10]. The
following result generalizes the main result of [10] from the convex framework to the more
general non-convex case.

Theorem 10. Assume the uniform marginal log-Sobolev inequality, i.e. (25) with ρLS,m > 0,
and the uniqueness condition of Zegarlinski (26). Then

(1) There exists a unique minimizer ν∞ of HW over M1(R
d);

(2) The following (nonlinear) log-Sobolev inequality

ρLSHW (ν) ≤ 2IW (ν), ν ∈ M1(R
d) (34)

holds, where

ρLS := lim sup
N→∞

ρLS(µ
(N)) ≥ ρLS,m(1− γ0)

2.

(3) The following Talagrand’s transportation inequality holds

ρLSW
2
2 (ν, ν∞) ≤ 2HW (ν), ν ∈ M1(R

d) (35)
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(4) For the solution νt of the McKean-Vlasov equation with the given initial distribution
ν0 of finite second moment,

HW (νt) ≤ e−t·ρLS/2HW (ν0), t ≥ 0 (36)

and in particular

W 2
2 (νt, ν∞) ≤ 2

ρLS
e−t·ρLS/2HW (ν0), t ≥ 0 (37)

Remark 11. In the work by Carrillo-McCann-Villani [10], presuming the presence of con-
fining potential, such results were obtained in the case where W (x, y) = W0(x− y) and

(1) either ∇2V > ||(∇2W )−||L∞ (in particular, V is uniformly strictly convex);
(2) or W is strictly convex at infinity, and both V and W are strictly convex (possibly

degenerate at the origin).

In particular, V was required to be convex in both situations. If we consider the case in
dimension one, V (x) = β(x4/4 − x2/2) and W0(x) = −βKx2/2 with K ≥ 0. Then by

analogous calculations than for the Curie-Weiss model, we have cLip,m ≤
√

π/βeβ(1+K)2/4 so

that γ0 ≤ √
πβKeβ(1+K)2/4 and thus the conditions (25), (26) are verified for β or K small

enough for example, cases not covered in [10]. Our conditions are quite comparable with
the results obtained in [15] but they only consider convergence in L1-Wasserstein distance.
Remark also that the conditions are comparable to the assumptions made in [13] to get an
uniform in time propagation of chaos (but in L1-Wasserstein distance) which explains why
we may pass to the limit in the number of particles.

3. Lipschitzian spectral gap for conditional distribution

Notice that the conditional distribution µi(dxi) := µi(dxi|xj , j 6= i) of xi knowing xî :=

(xj)j 6=i of our mean field measure µ(N) defined in (5) is given by

dµi(xi) =
1

Zi
exp







−V (xi)−
1

N − 1

∑

j: j 6=i

W (xi, xj)







dxi

where Zi = Zi(x
î) is the normalization factor. Let

Hi(xi) := V (xi) +
1

N − 1

∑

j: j 6=i

W (xi, xj)

be the potential associated with µi. The generator L(N)
i = ∆i −∇iHi · ∇i given in (4), with

(xj)j 6=i fixed, is symmetric w.r.t. µi. By the definition (11) of b0(r), for all x, y ∈ (Rd)N ,

〈 xi − yi
|xi − yi|

,−[∇iH(x)−∇iH(xî,yi)]〉

=
1

N − 1

∑

j 6=i

〈 xi − yi
|xi − yi|

,−[(∇V (xi) +∇xW (xi, xj))− (∇V (yi) +∇xW (yi, xj)]〉

≤ b0(|xi − yi|)

where xî,yi ∈ (Rd)N is given by (xî,yi)j = xj, j 6= i, (xî,yi)i = yi. So we have the following
result (due to the third named author [27]), which is the starting point of our investigation.
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Lemma 12. Assume (10). Then the Poisson operator (−Li)
−1 on the Banach space CLip,0(R

d)

of Lipschitzian continuous functions f on R
d with µi(f) = 0, equipped with the norm ‖f‖Lip,

is bounded and its norm

||(−Li)
−1||Lip ≤ cLip,m (38)

where cLip,m is given in (10). In particular the spectral gap λ1(µi) of Li on L2(µi) satisfies

λ1(µi) ≥
1

cLip,m
. (39)

4. Uniform Poincaré inequality : proof of Theorem 1

Let V ∈ C2(Rd) be the confinement potential, U a C2-potential of interaction on (Rd)N and

H(x1, · · · , xN ) =
∑N

i=1 V (xi)+U(x1, · · · , xN ) the Hamiltonian. Now consider the probability
measure

dµ :=
1

Z
e−Hdx1 · · · dxN

where Z =
∫

(Rd)N e−H(x)dx is the normalization constant (called often partition function),

assumed to be finite. We denote by µi = µ(dxi|xî) the conditional distribution of xi given

xî := (x1, · · · , xi−1, xi+1, · · · , xN ) under µ. It is given by

µi(dxi) =
1

Zi
e−U(x)−V (xi)dxi, Zi = Zi(x

î) :=

∫

e−U(x)−V (xi)dxi < +∞ (assumed).

We shall describe below conditions on the Hamiltonian H such that µ satisfies a Poincaré
inequality, namely for some positive constant ρ,

ρ

∫

f2dµ ≤
∫

|∇f |2dµ

for every smooth function f ∈ C1
b ((R

d)N ). The largest ρ is called the spectral gap of µ,
denoted as λ1(µ).

Proposition 13. Assume that Z =
∫

(Rd)N e−H(x)dx < +∞, Zi(x
î) < +∞ for all i, xî. If

(1) the marginal conditional distributions µi satisfy the uniform Poincaré inequality, i.e.

λ1,m := inf
1≤i≤N,xî∈(Rd)N−1

λ1(µi) > 0, (40)

(2) for some constant h ∈ R,

(1i 6=j∇2
xi,xj

U) ≥ hIdN , (41)

in the sense of nonnegative definiteness of symmetric matrices;

then

λ1(µ) ≥ h+ λ1,m.

This result is essentially due to Ledoux [18]. Indeed, in the case of d = 1, if Hess (U) ≥ λIN
and ∂iiU(x) ≤ λ̄ for all i and xî, then for every v = (v1, v2, · · · , vN ) ∈ R

N ,
∑

i 6=j

vi∂
2
ijUvj = 〈Hess (U)v, v〉 −

∑

i

v2i ∂
2
iiU ≥ (h− h̄)|v|2
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i.e. the assumption (41) holds with h = λ− λ. This proposition gives λ1(µ) ≥ λ1,m + λ− λ,
which is the original result of Ledoux [18].

For the convenience of the reader, we reproduce the beautiful proof of Ledoux [18, Prop.
3.1].

Proof. Of course we may and will assume that λ1,m + h > 0. Let L = ∆ − ∇H · ∇ be the
symmetric generator associated with the probability measure µ. By the dual description of
Poincaré inequality [3, Prop. 4.8.3], the conclusion above is equivalent to

∫

(Lf)2dµ ≥ (λ1,m + h)

∫

|∇f |2dµ.

Thanks to the Bakry-Emery’s formula
∫

Γ2(f)dµ =
∫

(Lf)2dµ and

Γ2(f) = ‖∇2f‖2HS + 〈∇2H∇f,∇f〉
where ||A||HS := (

∑

i,j |aij |2)1/2 is the Hilbert-Schmidt norm of a matrix A = (aij), we have
∫

(Lf)2dµ =

∫

(

||∇2f ||2HS + 〈∇2H∇f,∇f〉
)

dµ

=

∫

(

||∇2f ||2HS +

n
∑

i=1

〈Hess (V )(xi)∇xi
f,∇xi

f〉+ 〈Hess (U)∇f,∇f〉
)

dµ

≥
∑

1≤i≤N

∫ ∫

Rd

(

||∇2
xi
f ||2HS + 〈(Hess (V )(xi) +∇2

xi,xi
U)∇xi

f,∇xi
f〉
)

dµidµ

+

∫

∑

i 6=j

〈∇2
xi,xj

U∇xi
f,∇xj

f〉dµ

Applying the above characterization of the Poincaré inequality but to the conditional mea-
sures µi, we have

∫

[

||∇2
xi
f ||2HS + 〈(Hess (V )(xi) +∇2

xi,xi
U)∇xi

f,∇xi
f〉
]

dµi ≥ λ1,m

∫

|∇xi
f |2dµi

for any i and any given xî. Moreover by the assumption (41),
∫

∑

i 6=j

〈∇2
xixj

U∇xi
f,∇xj

f〉dµ ≥ h

∫

|∇f |2dµ.

This, combined with the previous inequality, yields the desired inequality. �

We come back to the mean field setting.

Proof of Theorem 1. We shall apply Proposition 13 to µ = µ(N). With the notations above,
the interaction potential U is then given by

U(x) =
1

N − 1

∑

1≤i<j≤N

W (xi, xj) =
1

2

N
∑

i=1

Ui(x) (42)

where Ui(x) =
1

N−1

∑

j:j 6=iW (xi, xj). For i 6= j,

∇2
xi,xj

U =
1

N − 1
(∇2

x,yW )(xi, xj)
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therefore the assumption (14) implies the condition (41) with constant h in Proposition 13.

On the other hand, since µi(dxi|xî) = e−[V (xi)+Ui(x)]dxi/Zi(x
î) and

−〈 xi − yi
|xi − yi|

,∇xi
[V (xi) + Ui(x)]−∇xi

[V (yi) + Ui(x
î,yi)]〉 ≤ b0(|xi − yi|)

as noted in §3, thanks to the assumption (10), Lemma 12 yields λ1(µi) ≥ 1/cLip,m.

Hence we can apply Proposition 13 to the invariant measure µ(N), and obtain (16). �

Proof of Corollary 5. In this particular context W (x, y) = W0(x − y), for U(x) given by
(42),

∇2
xi,xi

U(x) =
1

N − 1

∑

j 6=i

(∇2W0)(xi − xj); ∇2
xi,xj

U = − 1

N − 1
(∇2W0)(xi − xj) for i 6= j

i.e. ∇2U = − 1
N−1(Aij) where Aij = (∇2W0)(xi − xj) for i 6= j and Aii = −

∑

j:j 6=iAij . As

Aij is symmetric and Aij = Aji, we have for any u = (u1, · · · , uN ) in (Rd)N ,

−
∑

i,j

〈ui, Aijuj〉 =
∑

i 6=j

〈−ui, Aij(uj − ui)〉 =
∑

i 6=j

〈uj , Aij(uj − ui)〉

=
1

2

∑

i 6=j

〈(uj − ui), Aij(uj − ui)〉

≥ cW
2

∑

i 6=j

|uj − ui|2 = cW
∑

i,j

〈uj , uj − ui〉 (by the previous equality with Aij = I)

= cWN
(

|u|2 −N |ū|2
)

= cWN |u− ū|2

≥
{

cWN |u|2, if cW ≤ 0.

0 if cW > 0

Therefore ∇2U ≥ −c−W
N

N−1IdN . Obviously ∇2
xi,xi

U ≤ CW Id. Then

(1i 6=j∇2
xi,xj

U) = ∇2U − (1i=j∇2
xi,xi

U) ≥ −
(

c−W
N

N − 1
+ CW

)

IdN

It remains to apply Proposition 13 to get the desired spectral gap estimate (23).

�

Proof of (24) in Example 2. Notice that

(1i 6=j∇2
xi,xj

W (xi, xj)) =

(

1i 6=j [−cId +

∫

e−
√
−1(xi−xj)·yyyTdν(y)]

)

= −c(1i 6=jId) +

(∫

e−
√
−1(xi−xj)·yyyTdν(y)

)

− (1i=j

∫

yyTdν(y))

≥ cPH − c(N − 1)PH⊥ − λmax(Γν)IdN

where the second expression in the second line is a positive-definite matrix, and PH, PH⊥ are
respectively the orthogonal projection from (Rd)N to H and to its orthogonal complement
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H⊥,

H = {x = (x1, · · · , xN ); x̄ :=
1

N

N
∑

i=1

xi = 0},

H⊥ = {x = (x1, · · · , xN ) ∈ (Rd)N ;x1 = x2 = · · · = xN}.
Thus we obtain from Theorem 1

λ1(µ
(N)) ≥ λ1,m +

1

N − 1
(min{c,−c(N − 1)} − λmax(Γν))

which is the desired inequality (24). �

5. Uniform log-Sobolev inequality

Inspired by Dobrushin’s uniqueness condition for the Gibbs measures, Zegarlinski [31, The-
orem 0.1] proved a criterion about the logarithmic Sobolev inequality for the Gibbs measure

µ = e−Hdx/Z on (Rd)N in terms of the conditional marginal distributions µi = µ(dxi|xî).
Let us introduce at first Zegarlinski’s dependence coefficient cZij of µj upon xi: this is the
best nonnegative constant such that

|∇i(µj(f
2))1/2| ≤ (µj(|∇if |2))1/2 + cZij(µj(|∇jf |2))1/2 (43)

for all smooth strictly positive functions f(x1, · · · , xN ). Obviously cZii = 0. The matrix
cZ := (cZij)1≤i,j≤N will be called Zegarlinski’s matrix of interdependence in the sequel.

Theorem 14. (Zegarlinski [31, Theorem 0.1]) If

(1) µi satisfies a uniform log-Sobolev inequality (LSI in short), i.e.

ρLS,m := inf
1≤i≤N,xî∈(Rd)N−1

ρLS(µi) > 0.

(2) The following Zegarlinski’s condition is verified

γ := sup
1≤i≤N

max{
∑

1≤j≤N

cZji,
∑

1≤j≤N

cZij} < 1. (44)

Then the Gibbs measure µ satisfies the logarithmic Sobolev inequality

ρLS,m(1− γ)2 Ent µ(f
2) ≤ 2µ(|∇f |2) (45)

for all smooth bounded functions f on (Rd)N , i.e.

ρLS(µ) ≥ ρLS,m(1− γ)2.

Our objective is to estimate cZij . We begin with a simple observation :

Lemma 15. If for any function g = g(xj) ∈ C1
b (R

d) on the single particle xj ,

|∇iµj(g)| ≤ cijµj(|∇g|), (46)

then cZij ≤ cij .
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Proof. For any 0 < g ∈ C1
b ((R

d)N ), by the condition (46), we have for all i 6= j,

|∇i

√

µj(g)| =
1

2
√

µj(g)
[|µj(∇ig) + (∇xi

∫

g(xj , y
ĵ)dµj(xj|xĵ))|yĵ=xĵ |]

≤ 1

2
√

µj(g)
[µj(|∇ig|) + cijµj(|∇jg|)] .

When g = f2 with f > 0, we have by the Cauchy-Schwarz inequality for all i, j,

µj(|∇ig|) = 2µj(f |∇if |) ≤ 2
√

µj(f2)µj(|∇if |2).

Substituting it into the previous inequality we get

|∇i

√

µj(f2)| ≤
√

µj(|∇if |2) + cij

√

µj(|∇jf |2)

so it follows cZij ≤ cij . �

Lemma 16. For the mean field Gibbs measure µ = µ(N), the interdependence coefficient cZji
satisfies

cZji ≤
1

N − 1
cLip,m‖∇2

x,yW‖∞, i 6= j

where cLip,m is given by (10),

‖∇2
x,yW‖∞ := sup

x,y∈Rd

sup
z∈Rd,|z|=1

|∇2
x,yW (x, y)z|.

Proof. For any z ∈ R
d with |z| = 1 and g = g(xi) ∈ C2

0(R
d),

∇xj
µi(g) = ∇xj

(

∫

g(xi)e
−H(x1,x2,··· ,xN )dxi/

∫

e−H(x1,x2,··· ,xN )dxi
)

=

∫

g(xi)(−∇xj
H)e−Hdxi

∫

e−Hdxi
+

∫

g(xi)e
−Hdxi

∫

∇xj
He−Hdxi

(
∫

e−Hdxi)2

= −
∫

g(xi)∇xj
Hdµi +

∫

g(xi)dµi

∫

∇xj
Hdµi

= Covµi
(g,−∇xj

H) = Covµi
(g,− 1

N − 1
(∇yW )(xi, xj))

and so

z · ∇xj
µi(g) = Covµi

(g,− 1

N − 1
(∇yW )(xi, xj) · z)

= − 1

N − 1
〈(−Li)g, (−Li)

−1((∇yW )(·, xj) · z − µi((∇yW )(·, xj) · z)〉µi

= − 1

N − 1

∫

∇ig · ∇i(−Li)
−1[(∇yW )(·, xj) · z − µi((∇yW )(·, xj) · z)]dµi.



POINCARÉ AND LOGARITHMIC SOBOLEV FOR MEAN FIELDS MODELS 17

By Lemma 12,

‖∇i(−Li)
−1((∇yW )(·, xj) · z − µi((∇yW )(·, xj) · z))‖L∞(µi)

≤ cLip,m sup
xi,xj

|∇xi
((∇yW )(xi, xj) · z)|

= cLip,m sup
x,y∈Rd

|∇2
x,yW (x, y)z|

≤ cLip,m‖∇2
x,yW‖∞.

Plugging it into the previous inequality, we obtain

|∇xj
µi(g)| = sup

|z|=1
|z · ∇xj

µi(g)| ≤
1

N − 1
cLip,m‖∇2

x,yW‖∞|µi(∇xi
g)|

which, by Lemma 15, completes the proof. �

Proof of Theorem 8. By Lemma 16,

γ = sup
1≤i≤N

max
{

∑

1≤j≤N

cZji,
∑

1≤j≤N

cZij
}

≤ cLip,m‖∇2
x,yW‖∞ = γ0 < 1.

Then Theorem 8 follows directly from Theorem 14. �

6. Exponential convergence of McKean-Vlasov equation

Assume that µ(N) satisfies a uniform log-Sobolev inequality with constant

ρLS = lim sup
N→∞

ρLS(µ
(N)) > 0.

That is the case if cLip,m‖∇2
x,yW‖∞ < 1 by Theorem 8, more precisely

ρLS ≥ ρLS,m(1− cLip,m‖∇2
x,yW‖∞)2.

6.1. Free energy, entropy related to the McKean-Vlasov equation. The entropy
HW (ν) can be identified as the mean relative entropy per particle of ν⊗N w.r.t. the mean

field Gibbs measure µ(N):

Lemma 17. For any probability measure ν on R
d such that H(ν|α) < +∞,

1

N
H(ν⊗N |µ(N)) → HW (ν). (47)

Proof. Recall that α = 1
C e

−V dx. By the assumption (H1), it is known that ([12])
∫

eλ0|x|2dα(x) < +∞ for some λ0 > 0. (48)

Let

Z̃N :=

∫

exp



− 1

2(N − 1)

∑

i 6=j

W (xi, xj)



 dα⊗N

so that

dµ(N) =
1

Z̃N

exp



− 1

2(N − 1)

∑

i 6=j

W (xi, xj)



 dα⊗N .
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Let ν ∈ M1(R
d) such that H(ν|α) < +∞. SinceH(ν⊗2|α⊗2) = 2H(ν|α) < +∞, by Donsker-

Varadhan’s variational formula of entropy, (48) and the fact that |W (x, y)| ≤ C(1+|x|2+|y|2)
(for ∇2W is bounded), we have W ∈ L1(ν⊗2). Therefore

1

N
H(ν⊗N |µ(N)) =

1

N

∫

log
dν⊗N

dµ(N)
dν⊗N

=
1

N

∫ N
∑

i=1

log
dν

dα
(xi)dν

⊗N +

∫

1

2N(N − 1)

∑

i 6=j

W (xi, xj)dν
⊗N +

1

N
log Z̃N

= H(ν|α) + 1

2

∫∫

W (x, y)dν(x)dν(y) +
1

N
log Z̃N

By [28, (3.30)],

lim
N→∞

1

N
log Z̃N = − inf

ν
Ef (ν).

Combining those two equalities we obtain (47). �

The following super-additivity of the relative entropy w.r.t. a product probability measure
should be known.

Lemma 18. Let
∏N

i=1 αi, Q be respectively a product probability measure and a probability
measure on E1 × · · · ×EN where Ei’s are Polish spaces, and Qi the marginal distribution of
xi under Q. Then

H(Q|
N
∏

i=1

αi) ≥
N
∑

i=1

H(Qi|αi).

Proof. Let Qi(·|x[1,i−1]) be the conditional distribution of xi knowing x[1,i−1] = (x1, · · · , i−1)
(knowing nothing if i = 1). We have

H(Q|
N
∏

i=1

αi) = E
Q log

dQ

d
∏N

i=1 αi

= E
Q

N
∑

i=1

log
Qi(dxi|x[1,i−1])

αi(dxi)

= E
Q

n
∑

i=1

H(Qi(·|x[1,i−1])|αi).

Since E
QQi(·|x[1,i−1]) = Qi(·), we obtain by the convexity of the relative entropy

E
QH(Qi(·|x[1,i−1])|αi) ≥ H(Qi|αi)

where the desired super-additivity follows. �

Lemma 19. Let µ be a probability measure on some Polish space S and U : S → (−∞,+∞]
a measurable potential satisfying

∫

e−pUdµ < +∞
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for some p > 1. Consider the Boltzmann probability measure µU = e−Udµ/C. If H(ν|µU ) <
+∞, then H(ν|µ) < +∞ and U ∈ L1(ν), and

H(ν|µU ) = H(ν|µ) +
∫

Udν − log

∫

e−Udµ.

Proof. For any measurable function f on S, let

Λµ(f) := log

∫

efdµ ∈ (−∞,+∞]

be the log-Laplace transform w.r.t. µ, which is convex in f (by Hölder’s inequality). Then

ΛµU
(f) = log

∫

efdµU = Λµ(−U + f)− Λµ(−U) ≤ 1

p
Λµ(−pU) +

1

q
Λµ(qf)− Λµ(−U)

where q = p/(p− 1). By Donsker-Varadhan’s variational formula,

H(ν|µU ) = sup
f∈bB

(ν(f)− ΛµU
(f))

≥ sup
f∈bB

(

ν(f)− 1

q
Λµ(qf)

)

+ Λµ(−U)− 1

p
Λµ(−pU)

=
1

q
H(ν|µ) + Λµ(−U)− 1

p
Λµ(−pU).

Hence if H(ν|µU ) < +∞, H(ν|µ) < +∞ or equivalently log dν
dµ ∈ L1(ν), and log dν

dµU
=

log dν
dµ + U +Λµ(−U) ∈ L1(ν). This completes the proof of the Lemma. �

Lemma 20. (propagation of chaos) Let (νt)t≥0 be the solution of the McKean-Vlasov
equation with the given initial distribution ν0 such that

∫

|x|2dν0(x) < +∞. Let µN
t be the

law of XN (t) = (XN
1 (t), · · · ,XN

N (t)) solving the S.D.E. (3) with initial condition µN
0 = ν⊗N

0 ,

and µN,I
t the law of the particles (XN

i (t))i∈I for any index set I ⊂ N
∗. Then for each t ∈ R

and each finite subset I of N∗, µN,I
t → ν⊗I

t in the L2-Wasserstein metric W2 as N → ∞.

This is well known, see [25] or [11].

Lemma 21. (uniqueness of the minimizer of HW ) If cLip,m‖∇2
xyW‖∞ < 1, then the

minimizer ν∞ of the free energy Ef (ν) is unique.

Proof. By [28], under (H2), if H(ν|α) < +∞,
∫∫

W−(x, y)dν(x)dν(y) < +∞ and Ef :

M1(R
d) → R is inf-compact. Then a minimizer ν∞ of Ef exists.

If a probability measure ν is a minimizer of Ef , H(ν|α) < +∞, and then
∫

|x|2dν < +∞ by
(H1). Regarding the Gateaux-derivative, we see that ν must be a fixed point of the mapping
Φ defined by

Φ(ν) :=
1

Z ′ exp(−V −W ⊛ ν)dx

where Z ′ is the normalizing constant. Here W ⊛ ν is well defined because |W (x, y)| ≤
C(1 + |x|2 + |y|2) by the boundedness of the second derivatives of W .

We claim that Φ : M2
1(R

d) → M2
1(R

d). Indeed, since the hamiltonian Hν = V +W ⊛ ν (for
any ν ∈ M2

1(R
d)) satisfies again the dissipative rate condition

−〈 x− y

|x− y| ,∇Hν(x)−∇Hν(y)〉 ≤ b0(|x− y|), x, y ∈ R
d
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(as in §3), the associated generator Lν = ∆ − ∇Hν · ∇ satisfies the Lipschitzian spectral
gap estimate (38) by Lemma 12. That implies the spectral gap of ν ′ = Φ(ν), in particular
∫

eδ|x|dν ′ < +∞ for some δ > 0 ([5]). Then if ν ∈ M2
1(R

d), Φ(ν) ∈ M2
1(R

d).

Now for the uniqueness of the minimizer of Ef , it remains to show that Φ is contractive on

(M2
1(R

d),W1). Let µk = Φ(νk), k = 0, 1, and

νt := (1− t)ν0 + tν1, µt = Φ(νt).

For any 1-Lipschitzian function f , we have

d

dt
µt(f) = Covµt(f,−∂t(W ⊛ νt))

= Covµt(f,−W ⊛ (ν1 − ν0))

and

|∇x[W ⊛ (ν1 − ν0)]| = |(∇xW )⊛ (ν1 − ν0)| ≤ ‖∇2
yxW‖∞W1(ν0, ν1).

Therefore using the Lipschitzian spectral gap estimate (38) in Lemma 12 for the generator
Lνt,

Covµt(f,−W ⊛ (ν1 − ν0)) = 〈(−Lνt)
−1f,LνtW ⊛ (ν1 − ν0)〉µt

=

∫

〈∇(−Lνt)
−1f,∇W ⊛ (ν1 − ν0)〉dµt

≤ cLip,m‖∇2
xyW‖∞W1(ν0, ν1)

Thus we have

µ1(f)− µ0(f) =

∫ 1

0

d

dt
µt(f)dt ≤ cLip,m‖∇2

xyW‖∞W1(ν0, ν1).

This means thatW1(Φ(ν0),Φ(ν1)) ≤ cLip,m‖∇2
xyW‖∞W1(ν0, ν1) by Kantorovitch-Rubinstein’s

duality relation. The proof is so completed. �

Remark 22. Though (M2
1 (R

d),W1) is not complete, the Banach’s fixed point theorem works
for the essential: let ν∞ be the unique minimizer of Ef , then for any ν ∈ M2

1 (R
d),

W1(Φ
n(ν), ν∞) ≤ [cLip,m‖∇xyW‖∞]n ·W1(ν, ν∞), n ≥ 0.

As for the mean field relative entropy, the Fisher-Donsker-Varadhan’s information IW (ν) can
be also interpreted as the mean Fisher-Donsker-Varadhan’s information per particle.

Lemma 23. (convergence of the Fisher information) If I(ν|α) < +∞,

1

N
I(ν⊗N |µ(N)) → IW (ν). (49)

Proof. For every probability measure ν on R
d such that I(ν|α) < +∞, by the Lyapunov

function condition (H1) on V ([16]),

c1

∫

|x|2dν ≤ c2 + I(ν|α) < +∞.
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AsW has bounded second order derivatives, ∇xW is of linear growth. Then∇xW ∈ L2(ν⊗2).
By the law of large number for i.i.d. sequence, we have

1

N
I(ν⊗N |µ(N)) =

1

4N

∫

|∇ log
dν⊗N

dµ(N)
|2dν⊗N

=
1

4N

∫ N
∑

i=1

|∇xi
log

dν⊗N

dα⊗N
+

1

N − 1

∑

j 6=i

∇xW (xi, xj)|2dν⊗N

=

∫

1

4
|∇ log

dν

dα
(x1) +

1

N − 1

N
∑

j=2

∇xW (x1, xj)|2dν⊗N

→ 1

4

∫

|∇ log
dν

dα
(x1) +

∫

∇xW (x1, y)dν(y)|2dν(x1) = IW (ν).

�

6.2. Proof of Theorem 10. (1). At first the minimizer ν∞ of HW is unique by Lemma 21.

(2). We may assume that I(ν|α) < +∞, otherwise (34) is trivial for IW (ν) = +∞. Since
the Hessian ∇2V is lower bounded, and V satisfies the Lyapunov function condition (9), by
Cattiaux-Guillin-Wu [12], α satisfies a log-Sobolev inequality. Then H(ν|α) < +∞. By the

log-Sobolev inequality of µ(N) in Theorem 8,

ρLS(µ
(N))H(ν⊗N |µ(N)) ≤ 2I(ν⊗N |µ(N))

and ρLS(µ
(N)) ≥ ρLS,m/(1 − γ0)

2 > 0. Dividing the two sides by N and letting N go to
infinity, we get by Lemma 17 and Lemma 23,

ρLSHW (ν) ≤ 2IW (ν).

(3). By Otto-Villani [21] or Bobkov-Gentil-Ledoux [6], the log-Sobolev inequality implies
the Talagrand’s T2 transportation inequality, i.e.

ρLS(µ
(N))W 2

2 (Q,µ(N)) ≤ 2H(Q|µ(N)), Q ∈ M1((R
d)N ).

Applying it to Q = ν⊗N with H(ν|α) < +∞, we obtain

ρLS(µ
(N))

1

N
W 2

2 (ν
⊗N , µ(N)) ≤ 1

N
H(ν⊗N |µ(N)).

Notice that

W 2
2 (ν

⊗N , µ(N)) ≥
N
∑

i=1

W 2
2 (ν, µ

(N,i)) = NW 2
2 (ν, µ

(N,1))

where µ(N,i) is the marginal distribution of xi under µ(N), which are all the same by the
symmetry of µ(N). Moreover by the uniqueness of ν∞ and the large deviation principle of
1
N

∑N
i=1 δxi

under µ(N) ([28]), for any f ∈ Cb(R
d),

µ(N,1)(f) =

∫

1

N

N
∑

i=1

f(xi)dµ
(N) → ν∞(f),
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i.e. µ(N,1) converges weakly to ν∞ . We obtain by Lemma 17 and the lower semi-continuity
of W2,

ρLSW
2
2 (ν, ν∞) ≤ ρLS lim inf

N→∞
W 2

2 (ν, µ
(N,1)) ≤ 2HW (ν)

the desired Talagrand’s type T2-inequality for McKean-Vlasov equation.

(4). The exponential convergence in entropy (36) should be equivalent to the mean field
log-Sobolev inequality (34) in part (2), basing on

− d

dt
HW (νt) = 4IW (νt) (50)

noted by Carrillo-McCann-Villani [10] in their convex framework. The proof of (50) demands
the regularity of νt which requires the PDE theory of the McKean-Vlasov equation. That
is why we prefer to give a rigorous probabilistic proof based directly on the log-Sobolev
inequality of µ(N) in Theorem 8.

For the exponential convergence (36), we may and will assume that HW (ν0) < +∞ and we
fix the time t > 0. By Lemma 17,

lim
N→∞

1

N
H(ν⊗N

0 |µ(N)) = HW (ν0).

Moreover by the equivalence between the log-Sobolev inequality for µ(N) and the exponential

convergence in entropy of the law µN
t of XN

t = (XN,i
t )1≤i≤N to µ(N),

1

N
H(µN

t |µ(N)) ≤ e−ρLS(µ
(N))t/2 1

N
H(µN

0 |µ(N))

= e−ρLS(µ
(N))t/2 1

N
H(ν⊗N

0 |µ(N)) < +∞.

(51)

Therefore H(µN
t |α⊗N ) < +∞ by Lemma 19. Since µN

t has finite second moment (easy from
the SDE theory), and W has at most quadratic growth,

W (xi, xj) ∈ L1(µN
t ).

From Lemma 18, we have
1

N
H(µN

t |α⊗N ) ≥ H(µN,1
t |α).

And by the propagation of chaos (Lemma 20) and the lower semi-continuity of the relative

entropy ν → H(ν|α), lim infN→∞H(µN,1
t |α) ≥ H(νt|α).

So we get

lim inf
N→∞

1

N
H(µN

t |µ(N)) = lim inf
N→∞





1

N
H(µN

t |α⊗N ) +

∫

1

N(N − 1)

∑

1≤i<j≤N

W (xi, xj)dµ
N
t +

1

N
log Z̃N





≥ H(νt|α) + lim inf
N→∞

1

2

∫

W (x1, x2)dµ
N
t − inf

ν∈M1(Rd)
Ef (ν)

= H(νt|α) +
1

2

∫∫

W (x1, x2)dνt(x1)dνt(x2)− inf
ν∈M1(Rd)

Ef (ν)

= HW (νt)
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by the W2-propagation of chaos in Lemma 20. Plugging it into (51), we obtain the expo-
nential convergence in entropy (36). That implies the W2-exponential convergence (37) by
Talagrand’s type T2-inequality (35). �
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Probabilités, XXXV, volume 1755 of Lecture Notes in Math., pages 167–194. Springer, Berlin, 2001.

[19] F. Malrieu. Logarithmic Sobolev inequalities for some nonlinear PDE’s. Stochastic Process. Appl.,
95(1):109–132, 2001.

[20] F. Malrieu. Convergence to equilibrium for granular media equations and their Euler schemes. Ann. Appl.
Probab., 13(2):540–560, 2003.



24 A. GUILLIN, W. LIU, L. WU, AND C. ZHANG

[21] F. Otto and C. Villani. Generalization of an inequality by Talagrand and links with the logarithmic
Sobolev inequality. J. Funct. Anal., 173(2):361–400, 2000.
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[31] B. Zegarliński. Dobrushin uniqueness theorem and logarithmic Sobolev inequalities. J. Funct. Anal.,
105(1):77–111, 1992.

[32] B. Zegarlinski. The strong decay to equilibrium for the stochastic dynamics of unbounded spin systems
on a lattice. Comm. Math. Phys., 175(2):401–432, 1996.
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