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Abstract 

 

The experimental approach has become a major tool increasingly used by volcanologists in recent 
decades to investigate the physics of eruptive processes in complement to field and theoretical works. 

Researchers have developed various methodologies to study volcanic phenomena at reduced length 

scale. The works involve natural or analogue materials and their types range from first-order tests, to 
identify fundamental processes and make qualitative comparison with field observations, to more 

sophisticated experiments in which precise data obtained in a controlled environment can be used to 

validate outputs of theoretical models. Scaling is a central issue to ensure dynamic similarity between 

the small-scale experiments and the large-scale volcanic phenomena when natural conditions cannot be 
simulated due to inherent length scale difference and/or technical limitations. In this respect, 

dimensionless numbers are used to map physical regimes and to define scaling laws, which allow 

experimental results to be extrapolated to natural scale. This review presents the variety of experimental 
studies conducted to investigate subterraneous and aerial volcanic phenomena involving in particular 

fluid-particle mixtures. We focus on the major scaling issues and the physical regimes investigated, and 

we also highlight in a historical perspective some of the major advances achieved through experimental 
studies. Finally we conclude on some perspectives for future works.   
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1. Introduction  

 
Volcanic phenomena are studied by observing eruptions and their products as well as by indirect 

theoretical or experimental methods. Observation is necessary but it is not always possible or does not 

provide all the information on processes because volcanic eruptions are relatively rare, often dangerous 
and sometimes occur in remote areas, and the interpretation of their final products to discuss the 

dynamics of eruptions can be equivocal. In this respect, laboratory experiments represent an ideal 

complementary approach. Although experimental work involves simple configurations and may have 

severe limitations due to scaling issues, it also has advantages since experiments can be repeated and 
observed globally while the physical parameters involved are generally well characterized and 

controlled. Experimental studies are also considered to validate hypotheses formulated in theoretical 

models used to predict the characteristics and consequences of volcanic eruptions. For these reasons, 
experimental volcanology has been widely considered by the scientific community since the late 1970s. 

The recognition by early workers of the relevance of concepts developed by fluid dynamists to better 

understand fundamental eruptive processes, in particular, is undoubtedly a milestone for volcanology 
(Huppert 1986).  

Experimentalists have adopted different approaches to studying volcanic phenomena (Mader et 

al. 2004). The first concerns the material, i.e. natural or analogue, used in the experiments. Studies 

involving natural materials to measure properties (e.g. magma viscosity) under real conditions (e.g. 
pressure and temperature) generally focus on small-scale processes. Those that use analogue materials 

focus instead more often on large-scale process dynamics and require a scaling procedure to ensure 

dynamic similarity between small-scale experiments and large-scale natural phenomena. Another issue 
is the subject of the experiments according to the degree of knowledge of the physics of the phenomenon 

addressed, and two approaches are used. The first can be described as exploratory, and experiments are 

conducted to identify fundamental processes when basic physics is poorly known. In contrast, a second 

approach can be used to test hypotheses of theoretical models based on well constrained physical laws, 
by comparing the results of simulations with those of experiments. 

The aim of this review is to present some of the major advances in volcanology achieved through 

experimental investigations, focusing on recent works and on studies addressing scaling issues. 
Unfortunately, we have had to select from the considerable and ever-increasing number of publications 

dedicated to experimental volcanology, and the fact that some works are not cited is in no way based on 

scientific quality criteria. First, we present the principles of dimensional analysis and the methods for 
obtaining dimensionless numbers (detailed procedures are given in the appendix), and we discuss how 

these numbers can be used to study volcanic processes. Then, we present studies on volcanic 

phenomena, essentially involving fluid-particle mixtures, according to the natural evolution of magmatic 

systems, from the deep levels where magmas are stored and transported (magmatic chambers, intrusions, 
conduits) to the surface levels where products are emitted and dispersed (plumes, gravitational flows). 

Experimental studies on volcanic phenomena were reviewed recently by Kavanagh et al. (2018), and 

explosive events, in particular, were discussed by Lane and James (2011). We do not treat studies of 
water-saturated debris flows with applications to lahars (e.g. Iverson et al. 2010) nor volcano-tectonic 

processes (e.g. calderas and large-scale intrusions) and we redirect readers interested in the latter issue 

to the reviews of Acocella (2007), Geyer and Marti (2014), Merle (2015) and Galland et al. (2015).  
 

2. The scaling issue 

 

Laboratory experiments can reproduce some natural processes under controlled initial and 
boundary conditions. Analog experiments can be used to isolate key variables and to understand the role 

of each parameter independently. However, the complexity of the natural phenomena commonly raises 

the question of the reliability of the small-scale experimental set-up to correctly simulate the natural 
processes. This concern is a major question for experimental studies in Earth Sciences in general (Paola 

et al. 2009), which can be overcome through large-scale experiments (Valentine et al. 2011, Iverson 

2015), through a careful scaling analysis for some relatively simple systems (Huppert and Sparks 1984, 

Woods 1997, Burgisser et al. 2005), or by mathematical modeling of the dynamics of the system (Jaupart 
and Vergniolle 1989, Woods and Caulfield 1992, Balmforth et al. 2000). Large-scale experiments are 

very useful to capture the relevant time and length scales, regimes and material properties of natural 
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phenomena but some scaling issues may remain and their application is up to now restricted to conduit 

flows (Pioli et al. 2012), volcanic plumes (Dellino et al. 2007, 2010), pyroclastic density currents (or 
PDC, Lube et al. 2015, Breard et al. 2016), lava flows (Lev et al. 2012, Edwards et al. 2013), 

phreatomagmatic eruptions (Valentine et al. 2012) and debris flows (Iverson et al. 2010). 

Scaling analysis is fundamental to ensure that laboratory experiments are suitable analog for 
natural systems. Designing an experiment requires to simplify the natural process while reproducing 

correctly the balance of forces. A first step is to identify the relevant set of dimensionless variables that 

characterizes the system, either by normalizing the governing equations if they are known or by doing 

a dimensional analysis (see Appendix). The values of the dimensionless numbers are then calculated for 
the natural phenomenon, and the experimental set-up is designed in order to reproduce those values in 

the laboratory. It is generally impossible to match all the conditions in the natural system but the 

dimensionless numbers can be used to identify relevant dynamical regimes and to discuss the limitations 
of the experimental results. 

For experiments involving fluid flows, the Reynolds (Re), the Grashof (Gr), and the Richardson 

numbers (Ri) give a minimum set of dimensionless parameters. The Reynolds number quantifies the 
importance of inertial to viscous forces within the fluid (Reynolds 1883):  

    𝑅𝑒 =  
𝜌𝑈𝐿

𝜂
 ,     (1) 

where U and L are the characteristic velocity and length scales for the flow, and and  are the density 

and dynamic viscosity of the fluid, respectively. The Grashof number compares the buoyancy and 

viscous forces within the fluid (Turner 1973): 

    𝐺𝑟 =  
𝑔′𝐿3

𝜐2  ,     (2) 

where  is the kinematic viscosity of the fluid, and g’ = g [( -a)a] is the reduced gravity of 

the flow, with g the acceleration of gravity, and a the density of the ambient fluid. Combining the above 

two dimensionless parameters gives the Richardson number (Batchelor 1953): 

     𝑅𝑖 =  
𝑔′𝐿

𝑈2  ,     (3) 

which characterizes the relative importance of the buoyancy and inertia forces within the fluid and is 

equivalent to the densimetric Froude number Fr = 1/Ri1/2. A common problem with laboratory 

experiments is to reproduce the high values of the Reynolds number in turbulent flows (i.e., Re ~ 107-

109 in volcanic plumes and PDC, see Table 1). Reaching such high values with a small experimental 
set-up (i.e., with a small length scale L) requires to work either with fluids with a very low kinematic 

viscosity () or to use very high velocities (U). Since no fluid has a kinematic viscosity several orders 

of magnitude lower than that of water or air, it is generally easier to work at high velocities. However, 

increasing U makes difficult to reproduce the Richardson number of natural flows. To overcome this 

issue, experimentalists commonly use the Reynolds number independence principle, which states that 
as long as the Reynolds number is high enough its exact values does not strongly influence the flow 

dynamics (Paola et al. 2009). Since the Reynolds number controls the ratio of the largest (i.e., the outer 

length L) to smallest (i.e., the Kolmogorov length) scales of turbulence, increasing its value to those 
observed in nature would only reduce the turbulence fine scale. In general, when designing an 

experimental set-up, it is useful to choose a velocity scale U large enough to reach high values of 

Reynolds number (Re > 103, i.e., turbulent regime) but small enough to reproduce appropriate values of 
Richardson or Grashof numbers. In low Reynolds number phenomena, such as lava flows or dyke 

intrusions, the velocity scale is chosen according to the viscosity of the fluid used (i.e., water, air, gases, 

gelatin, wax, oil or syrup) to match the natural values of Re. 

 Numerous volcanic phenomena involve multiphase flows where solid particles interact with 
each other depending on their concentration in the flow. In dilute mixtures, such as primary magmatic 

liquids or volcanic plumes, particle-particle interactions are limited but a complex mechanical coupling 

between the fluid and the solid phases exists. The Stokes (St) and stability numbers () fully characterize 

this two-way coupling (Burgisser and Bergantz 2002, Burgisser et al. 2005). The Stokes number 

corresponds to the ratio of the inertial force to viscous force of a particle, assuming that U2/L is the scale 
of fluid acceleration (Elghobashi 1994): 

    𝑆𝑡 =  
|𝜌𝑝−𝜌|𝑑𝑝

2 𝑈

18𝑓𝜂𝐿
 ,     (4) 



4 
 

where p is the particle density, dp is the particle diameter (or effective particle diameter for non-

spherical particles), and f is a drag factor. The stability number is the ratio of gravity force (or buoyancy 

force) to viscous force of a particle (Burgisser et al. 2005): 

     Σ =  
|𝜌𝑝−𝜌|𝑔𝑑𝑝

2

18𝑓𝜂𝑈
 .     (5) 

These two numbers fully characterize the behavior of the particles in the flow. Where St > 1 and  > 1, 

particles are strongly decoupled from the fluid phase and either settle or are expelled from the flow. 

Where St < 1 and < 1, particles are strongly coupled with the fluid phase, a regime that favors the 

transport of the solid fraction. Intermediate cases where St ~ 1 and ~ 1, or St < 1 and > 1, or St > 1 

and < 1 correspond to a third class where a strong two-way coupling between the fluid and the particles 

exists. When designing an experimental set-up, these two numbers can be used to select the appropriate 

particle characteristics (i.e., size and density) to reproduce a phenomenon where particles are either 
expelled from the fluid phase or transported within the flow. 

 In dense mixtures (e.g., dense PDC), particle-particle interactions may dominate fluid-particle 

interactions. The Savage number (Sa) is relevant when interstitial pore fluid pressure is negligible and 

it compares the grain collisional to frictional stresses (Savage, 1984): 

     Sa =  
𝜌𝑝𝛾2𝑑𝑝

2

|𝜌𝑝 − 𝜌|𝑔𝐻
 ,    (6) 

where  is the characteristic shear rate, and H is the vertical length scale of the flow, assuming that the 

frictional stress is proportional to the inter-grain normal stress that is controlled by the grain-static 

pressure. Frictional flows have Sa < ~0.1 whereas collisions affect the flow dynamics significantly at 

Sa > ~0.1. Other dimensional numbers are defined when the interstitial fluid phase has a non negligible 
effect. The Bagnold number (Ba) can be used to compare the collisional solid stresses and viscous fluid 

stresses (Bagnold 1954, Iverson 1997): 

     Ba =  
𝜌𝑝𝛾𝑑𝑝

2
𝑝

𝜂(1− 𝑝)
 ,    (7) 

where p is the particle volume fraction. In flows with Ba < 40, the interstitial fluid viscosity strongly 

influences the flow dynamics (macro viscous regime) and the shear stress is proportional to the shear 

rate . In flows with Ba > 450, particle collision dominates (grain inertia regime) and the shear stress 
becomes proportional to the square of the shear rate. Intermediate cases where 40 < Ba < 450 correspond 

to a transitional regime. The Darcy number (Da) may also be used to calculate the ratio of viscous fluid-

particle interaction stresses to particle inertial stresses (Iverson 1997): 

     Da =  
𝜂

𝜌𝑝𝛾𝑘 𝑝
 ,     (8) 

where k is the permeability of the granular medium. This number also quantifies the tendency for 

interstitial pore fluid pressure to buffer particle interactions, and solid-fluid interactions dominate where 

Da is high. Alternatively, the Darcy number may be written as k/L2, which is commonly used in studies 
of heat transfer in porous media. The Savage, Bagnold and Darcy numbers can be used to fully 

characterize the dynamical regime of dense fluid-particle flows and to identify the key forces reproduced 

in the laboratory. 
 Volcanic flows also commonly transport gas bubbles (e.g., conduit or lava flows) or liquid 

droplets (e.g., volcanic plumes). Several dimensionless numbers can be used to quantify the importance 

of stabilizing surface tension forces to other destabilizing forces on the formation and transport of 

bubbles or droplets. The Weber number (We) compares the fluid inertia and the fluid surface tension 
(Clift et al. 1978, Brennen 1995): 

     We =  
𝜌𝑑𝑏𝑈2

𝜎
 ,     (9) 

where db is the bubble diameter, and  is the surface tension. In flows with We > 1, the fluid inertia 

dominates over surface tension and tends to prevent the formation of bubbles. Where We < 1, surface 
tension forces are large enough to stabilize the bubbles. The capillary number (Ca) compares the fluid 

viscous forces and the fluid surface tension (Manga et al. 1998): 

     Ca =  
𝜂𝑑𝑏

𝜎

𝑑

𝑑𝑡
 ,     (10) 

where d/dt is the strain rate. Capillary forces dominate over viscous forces where Ca < 1, and bubbles 

remain nearly spherical and preserved in the flow. Where Ca > 1, viscous forces tend to deform the 

bubbles, which become elongated and can in turn reduce the flow viscosity. Destabilizing bubbles occurs 
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at larger values of Ca depending on the shear field (Rust and Manga 2002). Lastly, the Eötvös (Eo) 

number (also called Bond number) gives the ratio of the gravitational to surface tension forces (Clift et 
al. 1978): 

     Eo =  
Δ𝜌𝑔𝑑𝑏

2

𝜎
 ,     (11) 

where  = b –  is the density difference of the two phases, with b the bubble density. Similarly to 

the Weber and Capillary numbers, low or high values of the Eötvös number indicate either stabilization 

or destabilization of bubbles in the flow, respectively. Two additional dimensionless numbers are 

commonly used to characterize the formation of bubbles/droplets in a two-phase mixture. The Morton 
(Mo) number compares the destabilizing gravitational, viscous and inertia forces to the stabilizing 

surface tension forces (Mo = We3Ri/Re4, with the characteristic length scale set as the bubbles diameter 

L=db), and the Ohnesorge (Oh) number compares the inertia, viscous and surface tension forces (Oh = 
We1/2/Re). 

 Thermal interactions are important in volcanic flows that are far from thermal equilibrium with 

the surrounding environment (i.e., country rock or cold atmosphere). Heating and cooling induce strong 

changes in rheology that affect the flow dynamics. The Prandtl number (Pr) can be used to compare the 
viscous and thermal diffusion rates (Batchelor 1954):  

     Pr =  
𝜂

𝜌𝜅
 ,     (12) 

where  is the thermal diffusivity. In most flows of magmatic liquids, the Prandtl number is very large 

(i.e. Pr > 104, see Table 1) because the momentum diffusivity dominates over thermal diffusivity. 

However, in surface processes involving gas as the fluid phase, such as PDC and volcanic plumes, the 

Prandtl number is of the order of 10-1 and heat diffuses quickly compared to momentum. Interestingly, 
this parameter only depends on the material characteristics and can thus be easily varied in the laboratory 

from 10-1 (most gases) to 105 (silicone oils). The Peclet number (Pe) compares the relative importance 

of heat transfer rate by convection and conduction processes (Turner 1973):  

     Pe =  
𝑈𝐿

𝜅
 ,     (13) 

which is equivalent to the product of the Reynolds and Prandtl numbers (Pe = Re×Pr). In most geological 
flows, the Peclet number is large (i.e., Pe > 102, see Table 1) because convective processes mainly 

dominate heat transfers during cooling. Alternatively, it may be useful to define a Rayleigh number (Ra) 

such as (Batchelor 1954), 

     Ra =  
𝑔′𝐿3

𝜈𝜅
 ,     (14) 

which is equivalent to the product of the Grashof and Prandtl numbers (Ra = Gr×Pr). The Rayleigh 

number controls the onset and style of convectional instabilities, and is largely used in studies of magma 
chamber dynamics where g' is imposed by temperature and/or compositional differences.  

 Table 1 summarizes the dimensionless numbers presented in this section and provides the range 

of values for some volcanic phenomena including magma chambers and intrusions, conduit flows, 
plumes, pyroclastic density currents and lava flows. This set of dimensionless numbers can be used to 

design and scale future laboratory experiments, but other dimensionless parameters may also be built 

using ratios including the characteristic length, velocity and time scales, depending on the problem 
investigated. The variables used to define these numbers are listed in Table 2. As shown in the following 

sections, the purpose of the scaling analysis is commonly (i) to identify the dynamical regimes observed 

in the experiments, and (ii) to discuss the limitations of the experimental results when applying them to 

the natural system. Scaling analysis may be used also to compare results of experiments with those of 
numerical modeling (e.g. Mier-Torrecilla et al. 2012). Other dimensionless numbers not presented in 

this section but relevant for volcanic phenomena are presented hereafter. 
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Table 1. Common ranges of some physical parameters and dimensionless numbers typical of volcanic 

phenomena (Griffiths 2000, Seyfried and Freundt 2000, Burgisser et al. 2005, Carazzo and Jellinek 
2012, Roche 2012, Andrews and Manga 2012). 

 

Number Magma 
chambers 

Magma 
intrusions 

Conduit 
flows 

Volcanic 
plumes 

PDC 
(dense) 

Lava flows  

 (kg m-3) 2200 - 2800 2200 - 2800 2200 - 

2800 

2 - 90 200 - 1500 2200 - 

2400 

 (kg m-3) 100 - 400 100 - 400 100 - 400 2 - 90 200 - 1500 2200 - 
2400 

p (kg m-3) 2200 - 2400 2200 - 2400 2200 - 

2400 

700 - 2400 700 - 2400 2200 - 

2400 
dp (m) 10-5 - 10-3 10-5 - 10-3 10-5 - 10-3 10-5 - 10-2 10-4 - 10-2 10-5 - 10-3 

U (m s-1) 0.01 - 1 10-3 - 1 1 - 10 150 - 500 10 - 150 0.1 - 1 

L (m) 10 - 103 0.1 - 1 1 - 10 50 - 200 1 - 50 1 - 10 

 (Pa s) 103 - 108 102 - 107 102 - 107 10-5 10-5 102 - 103 

 (s-1) 10-3 - 10-1 10-3 - 10-1 10-3 - 10-1 - 0.1 – 0.6 10-3 - 10-1 

p (-) 0.1 - 0.9 0.1 - 0.2 0.1 - 0.9 - 0.3 - 0.6 0.5 - 0.9 

k (m2 s-1) 10-15 - 10-11 10-15 - 10-11 10-15 - 10-11 - 10-12 - 10-10 10-15 - 10-11 

 (m2 s-1) 10-7 - 10-6 10-7 - 10-6 10-7 - 10-6 10-7 - 10-5 10-8 - 10-7 10-7 - 10-6 

db (m) 10-5 - 10-3 10-5 - 10-3 10-5 - 10-2 10-7 - 10-6 - 10-5 - 10-3 

 (N m-1) 0.05 - 0.4 0.05 - 0.4 0.05 - 0.4 10-3 - 0.05 - 0.4 

d/dt (s-1) 10-4 - 10-1 10-4 - 10-1 10-4 - 10-1 - - 10-4 - 10-1 

Re = 
𝜌𝑈𝐿

𝜂
 10-6 - 103 10-4 - 103 10-4 - 103 107 - 109 105 – 108 10-1 - 103 

Gr = 
𝑔′𝐿3

𝜐2  10-2 - 106 10-7 - 103 10-4 – 104 1012 - 1019 1011 - 1020 104 - 108 

Ri = 
𝑔′𝐿

𝑈2  10-7 - 101 10-11 - 10-1 10-11 - 10-3 10-3 - 101 10-1 - 103 10-2 -102 

St =
|𝜌𝑝−𝜌|𝑑𝑝

2𝑈

18𝑓𝜂𝐿
 

10-21 - 10-9 10-19 -10-6 10-17 -10-6 10-4 - 103 10-5 - 101 10-14 - 10-6 


|𝜌𝑝−𝜌|𝑔𝑑𝑝

2

18𝑓𝜂𝑈
 

10-15 - 10-4 10-14 - 10-2 10-15 - 10-5 10-6 - 101 10-3 - 102 10-11 - 10-5 

Sa= 
𝜌𝑝𝛾2𝑑𝑝

2

|𝜌𝑝  − 𝜌|𝑔𝐻
   

10-17 - 10-10 10-16 - 10-9 10-17 - 10-10 - 10-12 - 10-8 10-16 - 10-9 

Ba = 
𝜌𝑝𝛾𝑑𝑝

2
𝑝

𝜂(1− 𝑝)
 

10-19 - 10-6 10-18 - 10-7 10-17 - 10-5 - 10-2 - 103 10-12 - 10-4 

Da = 
𝜂

𝜌𝑝𝛾𝑘 𝑝
 1011 - 1023 1011 - 1022 1010 - 1021 - 102 - 106 1010 - 1017 

We = 
𝜌𝑑𝑏𝑈2

𝜎
 10-6 - 101 10-8 - 101 10-2 - 104 10-1 - 103 - 10-4 - 103 

Ca = 
𝜂𝑑𝑏

𝜎

𝑑

𝑑𝑡
 10-6 - 105 10-7 - 104 102 - 1010 10-14 - 10-10 - 10-7 - 101 

Eo = 
Δ𝜌𝑔𝑑𝑏

2

𝜎
 

106 - 109 102 - 106 104 -109 106 - 109 - 104 - 107 

Pe = 
𝑈𝐿

𝜅
 105 - 108 102 - 107 106 - 108 108 - 1011 1010 - 1013 104 - 108 

Pr = 
𝜂

𝜌𝜅
 105 - 1011 104 - 1010 104 - 1010 10-1  - 100 10-1 - 100 104 - 106 

Ra = 
𝑔′𝐿3

𝜈𝜅
 103 - 107 10-3 - 1013 101 - 1014 1011 - 1019 1010 - 1020 109 - 1014 
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Table 2. Summary of variables used in the scaling analysis. 

 
Symbol Definition Units 

db Bubble or aerosol diameter m 

dp Particle diameter m 

d/dt 

f 

Strain rate 
Drag factor 

s-1 
- 

g Acceleration of gravity m s-2 

g' Reduced gravity m s-2 

k Permeability m2 
H 

L 

Vertical flow length scale 

Characteristic flow length scale  

m 

m 

U Characteristic flow velocity scale  m s-1 

 Characteristic shear rate s-1 

p Particle volume fraction - 

 Thermal diffusivity m2 s-1 

 Fluid dynamic viscosity Pa s 

 Fluid kinematic viscosity m2 s-1 

 Fluid density kg m-3 

a Ambient (fluid) density kg m-3 

b Bubble density kg m-3 

p Solid particle density kg m-3 

 Surface tension N m-1 

 

 

3. Volcanic phenomena investigated experimentally 

 

3.1 Magma properties and magma chambers  
 

 Understanding the physics that control magma emplacement within the crust to form magma 

chambers is a central issue in volcanology (e.g., Annen et al. 2015). Two experimental strategies have 
emerged over the last decades to decipher the mechanisms of magma migration, storage and 

remobilization: petrological studies of natural samples provided fundamental pre-eruptive parameters 

such as magma temperature, pressure, and composition (e.g., Hammer and Rutherford 2003; Scaillet et 

al. 2008), while experiments using analogue materials (e.g., Phillips et al. 1995) were used to investigate 
phenomena occurring in magma chambers. Here, we do no treat studies on petrological indicators but 

instead we review a few laboratory experiments aimed at better understanding (i) magma rheology and 

(ii) the dynamics of magma chambers. 
 

3.1.1 Magma rheology 

 
 Rheological characteristics of multiphase magmas have been extensively investigated 

theoretically and experimentally. Here, we point out the main steps forward to a better understanding of 

the effects of the bubbles and crystals on magma rheology, and redirect readers interested in these issues 

to the detailed review by Mader et al. (2013). Bagdassarov and Dingwell (1992) presented laboratory 
experiments to investigate the effect of porosity on the viscosity of rhyolite samples. Natural obsidian 

was fused to produce crystal-free rhyolite glasses with varying porosity by adjusting the duration and 

temperature of fusion. The viscosity and porosity of the samples were measured in order to determine a 
general relationship between the two parameters: 

𝜂 =  
𝜂0

(1−𝐶𝑓)
           (15) 

where  is the viscosity of the suspension, 0 is the viscosity of the pure liquid phase, f is the volume 

fraction of gas, and C is a dimensionless constant. The results showed that increasing the sample porosity 

up to 65% reduced the bulk viscosity by at least one order of magnitude, thereby strongly influencing 
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the eruptive style at the surface. Rust and Manga (2002) built on this work to study the effects of bubble 

deformation on the bulk viscosity. Corn syrup containing air bubbles was deformed by simple shear 
flow at low Reynolds number (<10-5) in a Couette flow viscometer. The shape and orientation of the air 

bubbles were accurately measured as a function of the bulk viscosity. The latter parameter was found to 

strongly depend on the volume fraction of bubbles and on the capillary number (Ca), which characterizes 
the tendency of bubbles to deform (see equation 10). At high shear rates, bubbles deformed (Ca > 1) 

and caused very little deformation of the streamlines around them, which significantly reduced the bulk 

viscosity of the suspension. However, at low shear rates, the bubbles remained nearly spherical (Ca < 

1) due to surface tension, resulting in an increase viscous dissipation around them, which significantly 
increased the bulk viscosity of the suspension. An experimental fit to the data was proposed to account 

for this effect: 

𝜂𝑟  =  𝜂𝑟,0  + 
𝜂𝑟,0− 𝜂𝑟,∞

1+(𝐾𝐶𝑎)𝑚          (16) 

where r is the relative viscosity of the suspension (i.e., the ratio ), 𝜂𝑟,0 and 𝜂𝑟,∞ are the asymptotic 

values of relative viscosity at very low and very high shear rates, respectively, and K and m are 

dimensionless constants (Fig. 1a). Llewellin et al. (2002) focused on the Ca < 1 regime to determine the 

visco-elastic rheology of bubbles suspensions by comparing their theoretical model to observations of 
the deformation of suspensions of nitrogen bubbles in golden syrup subjected to forced oscillations. At 

high frequencies of oscillation, the bulk viscosity decreased with increasing gas volume fraction, a result 

consistent with previous studies (Bagdassarov and Dingwell 1992; Rust and Manga 2002). However, at 

low frequencies of oscillation, increasing the gas volume fraction led to increase the viscosity of the 
suspension. This reversal effect of gas content on the bulk viscosity was due to the varying bubble 

deformation with frequency, and can be described by a dimensionless dynamic capillary number, 

     Cd =  
𝜆�̈�

�̇�
 ,     (17) 

where  is the relaxation time, γ̈ is the rate of change of imposed viscous forces, and �̇� is the bulk strain 

rate. Cd compares the response time of bubble deformation and the characteristic time of shear rate 

acceleration. When Cd >> 1, bubbles cannot deform in response to changes in the shear rate. On the 
other hand, when Cd << 1, bubbles are expected to maintain their equilibrium shape if sufficient strain 

is applied. The threshold strain depends on Ca (Ohashi et al., 2018). 

 The rheology of magmas can also be strongly influenced by the presence of crystals because 
additional work may be dissipated due to particle-particle and fluid-particle interactions. Mueller et al. 

(2010, 2011) presented laboratory experiments in which silicone oil with suspended monodisperse 

particles of varying aspect ratio was deformed. The results showed that increasing the particle volume 
fraction led to different behaviors. At very low particle contents, particle-particle interactions were 

negligible and the bulk viscosity of the suspension increased with particle content due to the additional 

energy required to flow around the particles. At increasing particle contents, particles started to interact 

and formed doublets that enhanced the distortion of flow lines and increased the bulk viscosity. At 
intermediate particle contents, the suspension became non-Newtonian and a shear-thinning behavior 

developed due to local viscous heating in the interstitial space between the particles, which reduced the 

viscosity at high strain rates. For higher particle contents, chains of particles formed accommodating the 
stress elastically until a yield stress was reached. At very high particle contents, the shear-thinning 

behavior was less important and the suspension behaved more as a Newtonian fluid with a yield stress 

(i.e., Bingham fluid). The reanalysis of a large database on the rheology of two-phase suspensions 
showed that the shape of the particles affects the maximum packing fraction in particular when particles 

are increasingly anisometric. Mueller et al. (2010) proposed a new relationship to calculate the viscosity 

of a suspension () as a function of particle volume fraction () and particle aspect ratio (rp), based on 

the Herschel-Bulkley model: 

𝜂 =
𝜏0

�̇�
 +  𝐾 �̇�𝑛−1          (18) 

where 𝜏0is the yield strength, �̇� is the strain rate, n is the flow index, and K is the consistency that can 

be written as, 

𝐾 =  𝜂0 (1 −
𝜙

𝜙𝑚
)

−2

          (19) 

where m is the maximum packing fraction that can be approximated by a log-Gaussian function: 



9 
 

𝜙𝑚 = 𝜙𝑚,1𝑒𝑥𝑝 (−
(𝑙𝑜𝑔10𝑟𝑝)

2

2𝑏2 )         (20) 

where 𝜙𝑚,1 is the maximum packing fraction for particles with rp = 1, and b is a fitting parameter (Fig. 

1b). This model allowed to explain why prolate and oblate particles tended to increase the suspension 

viscosity compared to spherical particles. The effect of bimodal particle size and shape on the viscosity 
was further studied by Cimarelli et al. (2011). Their results showed that increasing the proportion of 

isometric to spherical particles in the suspension led to an increase of viscosity by up to three orders of 

magnitude. 
 The transition from viscous to brittle behavior of the magma has received some attention since 

it largely controls the style of volcanic eruptions. Cordonnier et al. (2012) presented laboratory 

experiments in which crystal-melt suspensions were deformed under extreme temperature, pressure and 

strain rates conditions (Fig. 1c). The results demonstrated that the viscous-brittle transition depended on 
the relaxation state of the sample characterized by a Deborah number, 

     De =  
𝜂0 ̇

𝐺∞
 ,     (21) 

where 𝜂0 is the shear viscosity of the liquid phase, 𝜀̇ is the strain rate, and 𝐺∞ is the elastic shear modulus 
of the melt. Below a critical De ~10-2.5, the stress remained constant in the experiments during 

deformation in the viscous regime, whereas for De > 10-2.5, cracks formed in the brittle regime (Fig. 1d), 

which allowed gas to escape and reduce overpressure. Hess et al. (2008) used a similar apparatus 

together with natural and synthetic silicate melts to determine the contribution of viscous heating on the 
melt temperature and rheology. Viscous heating was found to be of primary importance for highly 

viscous magmas at high strain rates, where the heat generated through viscous deformation was larger 

than the heat lost by conduction through the melt. 
 

 
Figure 1. Laboratory results on magma rheology. (a) Relative viscosity of a corn syrup-air bubbles 

suspension as a function of the capillary number (Ca) for increasing gas volume fraction (), and 

photograph of a suspension at low Ca (modified from Rust and Manga 2002). (b) Maximum packing 

fraction as a function of particle aspect ratio (rp), and photographs of the particles used in the experiments 

(modified from Mueller et al. 2011). (c) Cross sections of two deformed crystal-melt suspensions. (d) 
The viscous-brittle transition in laboratory experiments. Panels (c) and (d) are modified from Cordonnier 

et al. (2012). Symbols correspond to laboratory experiments in panels (a), (b), and (d). 

 
3.1.2 Magma chamber dynamics 

 

 Recharge of a hot basaltic magma into the continental crust or a pre-existing silicic magma 

chamber drives many processes such as magma mixing, convection, crystallization, degassing, and 
melting of the roof/floor/wall materials. The physics of these processes has been investigated 
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experimentally for different types of magma chambers and compared to mathematical modeling. In 

particular, the processes leading to magma mixing in basaltic and silicic magma chambers have received 
a large attention over the last decades. Huppert and Turner (1981) carried out laboratory experiments in 

which a hot, dense layer of KNO3 was emplaced under a cold, lighter layer of K2CO3 or NaNO3. As 

cooling of the underlying layer occurred, KNO3 crystals formed and settled out at the bottom of the 
reservoir, decreasing in turn the density of the residual fluid. Once the density of the lower layer became 

equal to that of the upper layer, the interface between the two layers broke and the two layers mixed 

thoroughly together. The experimental results were compared to a simple analytical model describing 

the time rate of change of the temperatures in the lower and upper layers and found in good agreement. 
This laboratory model of magma chamber replenishment was later extended by Huppert et al. (1982a) 

who explored the effects of compositional zonation and input rates on magma mixing. The rapid 

injection of KNO3 beneath a stratified layer of K2CO3 led to the formation of a series of convective 
layers in the upper layer. As in the homogeneous case, cooling favored crystallization in the lower layer 

and the residual fluid ended up rising in the upper layer. However, limited mixing was observed due to 

the stabilizing effect of compositional gradient in the upper layer that prevented the rise of KNO3 
plumes. Slow injections rates of KNO3 beneath a homogeneous layer of K2CO3 led on the other hand to 

vigorous mixing between the two layers. Thomas et al. (1993) presented similar laboratory experiments 

to examine the effect of gas bubbles on magma mixing. The experiments consisted in injecting small air 

bubbles at the base of a tank containing a lower layer of low viscosity liquid and an upper layer of high 
viscosity liquid, both at high Pr. Depending mostly on the viscosity ratio of the two layers, the bubbles 

either moved individually across the two layers, or formed a thin foam layer at the interface (Fig. 2a). 

In the first regime, some of the underlying fluid was entrained by the bubbles into the upper layer, and 
the two layers became progressively stirred into a homogeneous mixture. In the second regime, the 

bubble foam grew until it became gravitationally unstable and formed several two-phase plumes that 

rose into the upper layer driving in turn a strong mixing of the two layers. The authors proposed a model 

for the growth and destabilization of the foam layer in this second regime, which was found to capture 
the experimental results. A similar behavior was observed in the experiments of Woods and Cowan 

(2009) in which air bubbles were generated by decompression in a vacuum chamber. As the pressure 

decreased in the chamber, the lower layer of salt water and Natrosol released some of its dissolved air 
and hence contained small bubbles. The density of the lower layer became progressively lower than that 

of the upper layer of salt water and Natrosol, leading to overturn of the initial stratification (Fig. 2b). 

Phillips et al. (2001) considered the case of the replenishment of a shallow basaltic magma chamber by 
a bubble-rich basaltic magma. Their experiments showed that a turbulent bubble plume (Re > 103) can 

be generated within the chamber, driving a large scale flow that redistribute the bubbles. Sato and Sato 

(2009) showed that the presence of magma pocket in a conduit can also strongly affect magma mixing. 

Their experimental set-up allowed to reproduce the simultaneous rise of mafic and silicic magmas using 
liquids with various density and viscosity (i.e., glycerin-water, syrup-water mixtures, glue, water...) at 

both low and high Reynolds numbers (Re ~ 10-3-102). As the two liquids propagated in the conduit, the 

presence of a magma pocket enhanced the instability of the annular flow of the two liquids resulting 
sometimes in magma mixing even at low Reynolds number (Fig. 2c). The authors estimated the 

conditions for which fluid mixing occurred in their experiments and introduced a new dimensionless 

number defined as, 

𝑃 =
𝜂𝑈

(𝑔Δ𝜌𝑎𝑏/𝜋)
           (22) 

where  is the viscosity, U is the flow velocity, g is the acceleration of gravity,  is the density 

difference between the two liquids, and a and b are base dimensions of their apparatus. When P<0.1, the 

two liquids were gravitationally unstable and mixed in the pocket, whereas, when P > 0.1, the annular 

flow of the two liquid remained undisturbed.  
 The role of crystals settling and mush remobilization on magma mixing was also examined in 

laboratory studies. Renggli et al. (2016) presented high-temperature experiments in which a platinium 

sphere was poured on top of a layer of natural rhyolite glass held above a layer of natural basalt glass. 

The platinium sphere entrained some of the rhyolitic material into the basaltic layer as a long filament 
that ended up to rise buoyantly up to the initial rhyolitic-basaltic interface where it formed a large layer 

of hybrid material (Fig. 2d). The results revealed that the movement of settling crystals can cause an 

increase in local mingling at the rhyolitic-basaltic interface in a magma chamber. Girard and Stix (2009) 
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showed that the presence of a basal crystal mush can affect the rise of a rhyolitic magma injection into 

a rhyolitic magma chamber. Their experiments consisted in injecting upwards at low Reynolds number 
(Re < 10) corn syrup in a tank containing corn syrup with a basal mush layer made of a mix of aqueous 

corn syrup solution and particles. In spite of the low density contrast between the injection and ambient 

fluids, an initial plume formed, followed by a steady-state column that carried some of the mush particles 
(up to 12.5%) to the top of the reservoir (Fig. 2e). These experiments highlighted the possibility for a 

replenishing melt to remobilize crystal mush over relatively short timescales. 

 

 
Figure 2. Laboratory experiments on magma mixing. (a) Two dynamical regimes of the gas-driven 
mixing experiments - left: unstable bubble foam layer, and right: rise of individual bubbles (modified 

from Thomas et al. 1993). (b) Time-series of a gas-driven mixing experiment generated by 

decompression (modified from Woods and Cowan 2009). (c) Two experiments illustrating the mixing 

of two fluids in a pocket (modified from Sato and Sato 2009). (d) X-ray microCT images of two particle-
driven magma mixing experiments (modified from Renggli et al. 2016). (e) Crystal mush experiments 

at early (top) and late (bottom) stages of the basal injection (modified from Girard and Stix 2009). 

 
 Natural convection driven by the rise of buoyant residual liquid into an overlying magma has 

long been recognized as a major mechanism to produce extensive mixing in magma chambers. Jellinek 

et al. (1999) and Jellinek and Kerr (1999) conducted laboratory experiments to understand the conditions 

under which convection can produce extensive mixing or not. In a first series of experiments, a block of 
frozen polyethylene glycol (PEG) wax was suspended above a layer of hot water or polymer sodium 

carboxymethyl cellusose (CMC). The hot fluid melted the wax block to form a dense melt layer that 

grew until it became unstable and drained downward in several plumes. In a second series of 
experiments, water or aqueous solutions of glucose and/or glycerol were pumped from a lower reservoir 

through a porous plate into the base of denser layers of glucose or aqueous solutions of glucose, K2CO3, 

or glycerol. The experiments were made at low and high Reynolds number (Re ~ 10-1-104), high 
compositional Rayleigh number (Ra ~ 1011-1016), and high Schmidt number (Sc = Pe/Re ~ 103-107). The 

mixing efficiency was found to depend on two parameters: a Reynolds number based on the thickness 

of the liquid layer, and the ratio of the ambient liquid kinetic viscosity to the plume liquid kinetic 

viscosity (U*). At small values of Re and U*, an unstable boundary layer formed at the base of the 
ambient layer fluid and produced a field of sheet plumes that underwent meandering instabilities causing 

the plumes to collide and become entangled. The amount of entrainment of ambient fluid was relatively 

important, which resulted in the nearly complete mixing of the two layers at the end of the experiment. 
In the small-Re and large-U* experiments, the input fluid also formed an unstable boundary layer but 

the rising plumes generated by the Rayleigh-Taylor instability entrained a negligible amount of ambient 

fluid, resulting in very limited mixing between the two layers. At the end of the experiments, the input 

fluid had pond as a separate layer above the ambient fluid (Fig. 3a). At large values of Re and low values 
of U*, the input fluid produced a field of narrowly spaced sheet plumes that entrained ambient fluid 

efficiently, resulting in rapid and nearly complete mixing of the two layers. In the large-Re and large-
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U* experiments, a field of axisymmetric plumes rose a short distance from the boundary before 

meandering instabilities developed, resulting also in rapid and nearly complete mixing of the two layers 
(Fig 3a). The results clearly showed that the extent to which convection led to either mixing or 

stratification was determined by the magnitude of Re and U*, which imposed the strength of the resultant 

large-scale circulation in the chamber. The effect of phenocrysts on convection was investigated 
experimentally by Koyaguchi et al. (1993) who heated from below suspensions of silicon carbide grit 

in water or glycerine solutions. The experiments were made at high Rayleigh number (Ra ~ 108-109) 

and high Prandtl number (Pr ~ 104). At low particle concentration, highly time-dependent convection 

was observed in the tank and the particles were uniformly distributed due to turbulent convection. The 
change of particle concentration with time was found to be consistent with the experiments of Martin 

and Nokes (1988) who used mixtures of round polystyrene beads and water with NaCl and CMC under 

similar conditions at high Rayleigh number (Ra ~ 107-109), high Prandtl number (Pr ~ 100-104), and low 

stability number ( = 10-2-10-1). At higher particle concentration, turbulent convection was suppressed 

at an early stage and mostly confined to a sedimenting layer separated from an upper clear layer. Heating 
at the base led to a decrease in the bulk density of the lower layer which overturned rapidly (Fig. 3b). In 

a second series of experiments cooled from above, a critical particle concentration was found to separate 

a regime of continuous overturn from a regime of no overturn at all. These results were found in excellent 
agreement with theoretical predictions for the time evolution of the bulk temperature, concentration and 

height of the interface, and confirmed that the presence of particles can significantly influence the mode 

of convection. Hort et al. (1999) explored the interaction of convection and crystallization in a binary 
phase system by using a water-isopropanol solution cooled from above. After an initial period of high-

temperature turbulent convection removing the superheat, the bulk fluid remained steady at the liquidus 

temperature. The composition of the bulk fluid remained constant throughout the crystallization until 

arrival of a mush front. Convection then became non-turbulent, only driven by unwanted sidewall effects 
that prevented convection to stop upon loss of superheat. 

 

 
Figure 3. Laboratory experiments on convection in magma chambers. (a) Regime diagram illustrating 

how the mixing efficiency (E) varies as a function of Re and U*. Circles correspond to laboratory 

experiments. Photographs are taken from three different experiments (modified from Jellinek et al. 
1999). (b) Photographs showing the overturn of a sedimenting layer heated from below at three different 

times t1 < t2 < t3 (modified from Koyaguchi et al. 1993). 

 
 The input of a hot basaltic magma can result in the melting of the roof, floor and walls of the 

magma chamber, which may affect convection and mixing. Huppert and Sparks (1988b) investigated 

experimentally the fluid dynamical and heat transfer processes during roof melting by introducing 
quickly a hot aqueous solution of salt beneath a roof of PEG wax or ice that started to melt. In the case 

where the density of the melt exceeded the density of the underlying liquid layer, the melt initially sank 
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but the turbulent motion resulting from the heat transfer to the cold roof quickly mixed the molten fluid 

into the ambient fluid (Fig. 4a). In the case where the density of the melt was smaller than the density 
of the ambient fluid, a separate layer formed between the roof and the fluid (Fig. 4a). The experimental 

results were fully captured by a theoretical model for the time evolution of the bulk temperature and 

melt thickness. Huppert and Sparks (1988a) extended this work to the case of basaltic intrusions into the 
continental crust and showed that the second regime was expected to occur because the magma produced 

by melting of the roof rocks was lighter than the magma below. Consequently, the melted material was 

expected to remain at the top of the chamber and to be chemically isolated from the basaltic magma at 

the bottom. This phenomenon was also observed by Campbell and Turner (1987) who performed similar 
experiments using a hot aqueous solution of Na2CO3 or KNO3 to melt a roof made of Na2CO3 and ice. 

Kaneko and Koyaguchi (2000) investigated the situation where a hot magma simultaneously crystallized 

and melted both the floor and the roof of a magma chamber by using a hot solution and cold solid 
mixtures in the NH4Cl-H2O binary eutectic system. The experiments were made at high Rayleigh 

number (Ra ~ 109), low Prandtl number (Pr ~ 5), high Lewis number (Le = Sc/Pr ~ 102), and low Stefan 

number (~ 2), the latter being the ratio of the heat required to melt a solid to the heat available to cause 

melting. The experiments gave results similar to those of Huppert and Sparks (1988a,b) and Campbell 

and Turner (1987) when only floor melting was simulated. However, in the experiments where both 
roof and floor melting were addressed, thermal convection driven by cooling at the roof and 

compositional convection driven by melting and crystallization at the floor occurred simultaneously in 

the solution. Crystallization of the liquid led to the formation of a mushy layer at the floor but the heat 
flux accompanied with compositional convection at the floor was very limited. The formation of a 

stabilizing compositional gradient and an unstable temperature gradient in the solution promoted the 

formation of double-diffusive convective layers (Fig. 4b). The results clearly showed that floor melting 

did not always enhance the cooling of the solution, but instead reduced the total heat loss by suppressing 
convection in the solution. Kaneko and Koyaguchi (2004) later explored the mechanisms controlling 

the formation of a mushy layer in their experiments when only floor melting was simulated, and they 

quantified its impact on the degree of mixing in the solution. The results showed that the mushy layer 
formed due to simultaneous crystallization of the liquid and partial melting of the solid. Convective 

exchanges were observed between the interstitial liquid of the partially molten solid layer and the 

overlying liquid but mixing was relatively limited. Leitch (2004) explored the effects of roof and walls 
melting by injecting a hot, dense aqueous solution of NaNO3 or FeSO4 at the base of a cavity with a roof 

and walls made of aqueous ice or cold PEG wax. The experiments were made at low Reynolds number 

(Re ~ 10-3-10-1), high Rayleigh number (Ra ~ 106-109), high Prandtl number (Pr ~ 100-103), high Lewis 

number (Le ~ 102), and low Stefan number (~ 10-1-100). The results showed that the walls melted 

quickly and formed a layer of wall melt beneath the roof that impeded heat transfer and roof melting. 
Convection and mixing in the solution was therefore strongly affected by walls melting. Shibano et al. 

(2012) investigated the extreme case of liquid migration in a crystalline magma chamber.. The 

experiments consisted of placing a thin silicon oil layer at the base of a thick granular layer made of 

glass beads and silicone oil (Fig. 4c). In this configuration, the particles at the base of the granular 
medium quickly became gravitationally unstable and detached to form downwelling plumes, which 

drove a cellular convection in the basal liquid-rich layer. This convection eroded the granular layer, 

allowing the basal layer to migrate upwards. By repeating this process, the liquid-rich layer migrated 
upwards within the granular medium. These observations shed some light on an efficient mechanism to 

disintegrate the jammed crystals and transport melt in a crystalline magma chamber. 

 



14 
 

 
Figure 4. Laboratory experiments on liquid transport by rock melting. (a) Photographs of two roof 

melting experiments in which the melt mixed with the lower hot layer (top) or formed a separate layer 
(bottom) (modified from Huppert and Sparks 1988a,b). (b) Sketches of temperature and compositional 

profiles in a laboratory experiment of roof and floor melting at three different times (modified from 

Kaneko and Koyaguchi 2000). (c) (left) Sketch of experiment on liquid migration in a crystalline magma 
chamber, and (right) photographs illustrating the rise of a liquid-rich layer through an upper granular 

medium at three different times given in seconds (modified from Shibano et al. 2012). 

 

 A few laboratory experiments were designed to investigate how magma chamber dynamics may 
influence the style of an eruption at the surface. Jaupart and Vergniolle (1988, 1989) simulated the 

recharge of a magma chamber by a source of gas bubbles. For this, they injected large bubbles distributed 

over the base of a tank containing either silicon oil or glycerol solutions. Gas bubbles rose through the 
liquid and remained trapped at the reservoir roof, where they accumulated and coalesced in a foam layer. 

This foam periodically collapsed into gas pockets, which erupted into a conduit following three 

dynamical regimes determining eruption behavior (Fig. 5a). In the first regime, the foam remained stable 
and the bubbly mixture ascended into the conduit, which reproduced the behavior of effusive eruptions. 

In the second regime, alternating foam build-up and collapse led to the (fire-fountaining) eruption of a 

single, large gas pocket. In the last regime, the foam became unstable and developed large slugs of gas 

leading to intermittent slug flow in the conduit, a behavior that could explain the discrete explosions of 
Strombolian eruptions. The authors proposed a theory to explain the first two regimes that was found in 

good agreement with their experimental observations. A remarkable result from this analysis was that 

the foam at the top of the magma chamber collapsed above a critical thickness determined by the liquid 
viscosity and the gas flux. In a different context, Namiki et al. (2016) examined experimentally to what 

extent large earthquakes can activate volcanic eruptions. The experiments consisted of shaking a tank 

containing a foam layer overlying a liquid layer made of glucose syrup solutions. During the shaking, a 
surface wave appeared and the interface between the liquid layer and the foam layer sloshed until the 

foam collapsed and mixed with the underlying layer (Fig. 5b). The experiments allowed the authors to 

build a scaling law and apply these results to the natural case. The authors concluded that the gas released 

from the collapsed foam may cause a magmatic Strombolian eruption, while the overturn in the magma 
reservoir may provide new nucleation sites that can help to prepare a future eruption. Kennedy et al. 

(2008) investigated the catastrophic case of a caldera-forming eruption by looking at the coupled 

dynamics of chamber roof subsidence and magma flow. The experiments consisted of dropping a 
cylindrical block into a tank containing aqueous corn-syrup solutions in order to measure the velocity 

fields around the block. The results showed that the block subsidence led to complicated and vigorous 

liquid stirring and mixing in the tank depending on the Reynolds number (Re), and two geometric 

parameters referred as the tilt (Ti = ratio of the horizontal distance between the block and the chamber 
wall to the chamber depth) and subsidence number (Su = ratio of the block width to the liquid magma 

chamber thickness) (Fig. 5c). These parameters fully controlled the style of subsidence and helped to 
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provide a framework to explain textural, petrological and geochemical variation in deposits associated 

with caldera-forming eruptions. 
 

 
Figure 5. Laboratory results on the influence of magma chamber dynamics on the eruptive style. (a) 

Strombolian (left) and fire fountaining regimes (right) observed when a magma chamber is recharged 

by gas bubbles (modified from Jaupart and Vergniolle 1988). (b) Time series of a foam collapse and 
mixing during a shaking tank experiment (modified from Namiki et al. 2016). (c) Dynamical regimes 

observed for low and high Re and Su numbers during the block subsidence experiments (modified from 

Kennedy et al. 2008). 

 

3.2 Magma intrusions: dykes and sills  

 

The dynamics of fluid-filled fractures such as dykes and sills depends fundamentally on the 
buoyancy of the intrusion, due to the density difference between the fluid and the surrounding solid, and 

on the mechanical properties of the host medium (Tait and Taisne 2013, Gonnermann and Taisne 2015). 

As described below, experiments on intrusions are good examples of the use of dimensionless numbers 

for mapping physical regimes. Analogue magmas are fluids (gas or liquid) whereas analogue host rocks 
are either (visco)elastic solids or granular brittle materials (Table S1, Supplementary material). Gelatin 

has been widely used since earlier works (e.g. Fiske and Jackson 1972) because it is a transparent brittle 

viscoelastic solid, which allows for direct observation of the fractures in three dimensions and as such 
provides an ideal complement to two-dimensional theoretical analysis, and its elastic parameters 

(Poisson’s ratio, Young’s and shear moduli) are generally well-known. Relatively high fracture 

resistance at crack tip in gelatin, however, poses scaling issues as it causes deformation and opening-
length ratio larger that in natural rocks, and hence may make quantitative extrapolation of experimental 

results to nature uncertain (Takada 1990, Kavanagh et al. 2013).  

 

3.2.1 Intrusion dynamics 
 

The fundamental dynamics of experimental buoyant intrusions (or cracks) were investigated by 

Takada (1990) who used gelatin and various fluids as the analogue host rock and magmas, respectively, 
to investigate the shape and the velocity of the cracks (Fig. 6a). The fluid was injected with a syringe 

either in gelatin without or with a preexisting fracture formed by an air-filled crack. Transient fluid 

injection caused isolated cracks whereas continuous injection led to cracks growing continuously from 
their source point. Crack segmentation occurred when a critical volume of injected fluid was reached. 

Takada (1990) identified scaling laws for the morphology and the kinematics of isolated cracks, which 

confirmed the theoretical prediction that cracks growth and propagation were controlled fundamentally 

by buoyancy (g). The ratio of the crack width (or thickness), w, over the crack height, h, was given 

by  
𝑤

ℎ
= 𝑘1gh ,     (23) 
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where k1 depended on the fluid used. The ratio of the crack length (l) over its height, which could not be 

predicted by the two-dimensional elastic theory, increased with h as 
𝑙

ℎ
= 

(ℎ−ℎ0)

𝛽ℎ
,     (24) 

with h0 the height of the crack tail and  an empirical constant. Note that l/h rather decreased with h in 

case of preexisting fractures. The ascending velocity of isolated cracks was  

𝑈𝑐= 𝑘2(Δρg)
3ℎ4= 𝑘3Δρg𝑤2.   (25) 

Takada (1990) pointed out scaling issues because this velocity was significantly smaller than that 
predicted by theory, possibly because of a ductile behavior at the crack tip. Finally, the height and the 

length of the growing cracks increased with time, t, according to  

ℎ, 𝑙 = 𝑐𝑄1/3𝑡4/9,    (26) 

with c a constant and Q the injection rate.  

 In nature, dyke dynamics may be controlled by volatiles that exsolve from the magma and 
accumulate at the tip. Menand and Tait (2001) addressed this issue in experiments in which air was 

continuously injected into a liquid-filled crack after the latter began to propagate in gelatin. The air 

extracted itself from the liquid and formed a gas pocket at the crack tip. The pocket grew with time and 
controlled the velocity of the crack tip once it was sufficiently buoyant to overcome the fracture 

resistance of the gelatin. The crack velocity was proportional to the square of the air bubble height (hb) 

whatever the injection rate of air, 

𝑈𝑐= 𝑐𝑣ℎ𝑏
2
,     (27) 

where cv was a constant proper to a fluid of a given viscosity. Menand and Tait (2001) proposed that the 

critical height required for the air bubble to fracture the gelatin was 

ℎ𝑏,𝑐= (
4𝐾

3𝜌𝑔𝑔
√

2

𝜋
)

2/3

,    (28) 

with K and g the fracture toughness and the density of the gelatin, respectively. These results help to 

better understand the phenomenology and the timing of the precursory activity of some volcanic 

eruptions. 

 Several mechanisms may hamper the propagation of magma intrusions, which may eventually 
come to halt. Taisne and Tait (2009) showed that dyke arrest could be caused by a static mechanical 

equilibrium because of a three-dimensional effect. In their experiments, constant volume liquid-filled 

cracks in gelatin stopped when horizontal cracking required for vertical propagation could no longer 

occur as the crack thinned progressively. They identified scaling laws for the final length and breadth 
of cracks as a function of a governing dimensionless number 

K*=
K

gV1/2 ,     (29) 

with g the buoyancy pressure gradient and V the volume of liquid in the crack. Values of K* in the 

experiments were close to that estimated for natural cases and suggested good dynamic similarity 

between both systems. Equation 29 shows that the volume of fluid in the experimental crack is the key 
factor since other parameters are constant. Considering the buoyancy length, i.e. the minimum length 

required for buoyancy effect to cause fracturation in a two-dimensional geometry, 

𝐿𝑏 = (
𝐾

g
)

2/3

,    (30) 

Taisne and Tait (2009) identified scaling laws for the final crack length (Lf) and breadth (Bf) 
𝐿𝑓

𝐿𝑏
~54K*

−3/2
   

𝐵𝑓

𝐿𝑏
~5K*

−5/6
 .    (31) 

Combining equations 29-31 gives  

𝐿𝑓 = 54
𝑉3/4

𝐿𝑏
5/4 ,     (32) 

which shows that a dyke from a magma reservoir at given depth (i.e. Lf) will lead to an eruption at 
surface only if it contains a critical volume of magma. 

 Magma solidification in fractures caused by cooling is another mechanism that contributes to 

stop intrusions. Taisne and Tait (2011) addressed this issue by using a fluid with a temperature-

dependent rheology (see also Galland et al. 2006). The viscosity increased due to cooling, and the fluid 
eventually solidified when its temperature was below that of the phase change. An important result was 

that cooling caused intermittent propagation of a fracture even at constant injection rate. After a pause, 
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the crack swelled and then grew again either at the top or at the margins. Taisne and Tait (2011) proposed 

that the intrusion dynamics could be described by a dimensionless temperature (varying from 0 to 1)  

Θ=
𝑇𝑠−𝑇∞

𝑇𝑚−𝑇∞
      (33) 

and a dimensionless flux (varying from 0 to ) 

Φ
3𝑄g

2𝜅𝐸
 ,     (34) 

with Ts the solidification temperature, T∞ the temperature of the host medium, Tm the temperature of the 

injected fluid, Q the volumetric injection rate, g the fluid buoyancy,  the thermal diffusivity, and E 

the Young’s modulus. They argued that intrusions could experience intermittent propagation and stop 

as both  increase to 1 (i.e. hot intrusions) and  decrease to zero (i.e. slow intrusions). Chanceaux and 
Menand (2014, 2016) built on these findings to investigate to effect of solidification on sill propagation, 

using two layers of gelatin of different stiffness to promote sill formation. Chanceaux and Menand 

(2014) scaled their experiments according to the procedure of Kavanagh et al. (2013) and injected the 

fluid vertically at the base of the lower, less stiff silicone layer. They found four distinct regimes 

depending on both  and  (Fig. 6b). When solidification effects were negligible, the analogue dyke 
passed through the interface between the gelatin layers because of the constant input of hot fluid at the 

dyke tip. When these effects increased, the dyke spread at the interface and formed a sill, and 

solidification stopped the dyke at the interface. For extreme solidification effects the intrusion did not 

propagate. Further experiments by Chanceaux and Menand (2016) focused on the dynamics and 
morphology of sills generated by injecting directly the fluid at the interface. The intrusions propagated 

continuously and had a regular and smooth surface at small solidification effects whereas they grew 

incrementally and formed lobes with irregular surface structures when solidification was dominant. 

 
Figure 6. Experiments on intrusion dynamics. (a) Buoyant crack generated by injection of a fluid by a 
syringe at a point source (i), shown in front (left) and side (right) views. From Takada (1990). (b) 

Regimes of experimental intrusions as a function of the dimensionless temperature  and the 

dimensionless flux  given by equations 33-34 (the gray area corresponds to natural ranges of values). 

Lines (B) and (C) indicate respectively =0.0039+0.61 and =0.019+0.68. From Chanceaux and 
Menand (2014). 

 

3.2.2 Influence of the host medium 

 
The orientation of the stress field in the host medium is fundamental in controlling the 

emplacement of intrusions since these propagate respectively parallel and perpendicular to the directions 

of the maximum (1) and minimum (3) principal stresses. Hence various tectonic settings and loading 

conditions may lead to a variety of intrusions dynamics and orientations. Menand et al. (2010) 
investigated how a compressive environment may control the propagation of vertical dykes. They 

generated vertical cracks by injecting air in homogeneous gelatin subjected to a compressive stress field 

with 1 horizontal and 3 vertical. The lateral deviatoric compressive stress was generated by inserting 

plastic sheets between the gelatine and the lateral walls of the container. The experiments showed that 

a vertical fracture reached the surface when the compressive stress was small or the buoyancy force was 
high. In contrast, a weakly buoyant fracture responded to a large compressive stress field by adjusting 

its trajectory and it became a sill. A dimensional analysis showed that the vertical distance, dc, traveled 

by the crack before it became a horizontal fracture depended on two dimensionless numbers 
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Π1
𝑑𝑐

ℎ0
 ,  Π2

gℎ0

𝜎1
 ,    (35) 

so that Ln(1)~0.36+0.12, with h0 and g the initial height and buoyancy of the crack, and further 
algebra gave 

𝑑𝑐~ℎ0exp (0.1
gℎ0

𝜎1
) .   (36) 

Application to natural cases shows that dc is typically of several kilometers, and crustal heterogeneities 
distributed at smaller length scales are likely to control the formation of sills. 

 The effect of an extensional regime on the propagation of successive dykes was studied by 

Daniels and Menand (2015). The device involved a lower layer of gelatin overlain by a more rigid upper 
layer of the same material, which forced the analogue dykes to propagate laterally within the lower layer, 

and uniform extension was simulated by compressing the gelatine vertically and allowing it to deform 

horizontally. Vegetable oil was injected successively in the gelatin at regular spacing and the initial 

fractures were parallel to 1 and perpendicular to 3. The experiments revealed that the initial stress field 

was modified by an intrusion, and in consequence later intrusions were diverted from their initial 
direction. A scaling analysis showed that the rotation angle between two successive intrusions (measured 

in plan view) depended on the following dimensionless numbers,  

𝑁1 =
𝜎3

𝑃0
, 𝑁2 =

𝑑𝑠

ℎ𝑖
,    (37) 

where P0 was the fluid overpressure of the first injection (before the extensional regime was imposed), 
ds was the injection spacing of the intrusions, and hi was the half-height of the first intrusion. 

Experimental results were in fairly good agreement with theory, and application of the scaling law to 

the Red Sea rift indicated dykes interdistance of a few kilometers. 

 Experimental works have also given insights into the effect of the load generated by a volcanic 
edifice on the ascent of dykes and on the spatial distribution of eruptive vents. Muller et al. (2001) and 

Watanabe et al. (2002) imposed a local surface load by placing a rigid object on top of a gelatin layer, 

which modified the original hydrostatic stress field, and they injected a fluid at the base of a gelatin layer 
at a given distance from the vertical axis beneath the object (Fig. 7a). Both studies showed that the 

analogue dykes were attracted by the surface load. The cracks were deflected during ascent according 

to the local stress field imposed by the load and they became parallel to 1 and perpendicular to 3. 

Muller et al. (2001) generated buoyant air-filled cracks and found that the maximum distance for which 

fractures were attracted, xc, scaled by the load half width, l, was controlled by the ratio of the average 

load stress, Pl, over the driving pressure at mid-height of the fracture head, Pm, so that 
𝑥𝑐

𝑙
=0.86

𝑃𝑙

Δ𝑃𝑚
+ 1.    (38) 

Application to natural cases suggested that dykes can converge to volcanic edifices over lateral distances 

equal to several times the load width. Watanabe et al. (2002) rather used silicone oil as the analogue 

magma to generate fractures whose internal pressure was controlled by the volume of liquid. They found 
that the fractures propagated towards the surface load at a decreasing velocity and stopped, and that 

deflection occurred if the ratio of the shear stress on the fracture plane over the liquid overpressure was 

larger than 0.2. Kervyn et al. (2009) further investigated the effect of an edifice load, simulated by a 

granular cone, when intrusions were generated beneath it (Fig. 7b). The analogue dykes decelerated 
while approaching the load and were stopped by the load compressive stress. As the intrusions were 

forced then fluid overpressure increased and modified the local stress field, and the dykes extended first 

laterally and then vertically. The dykes erupted at the base or in the flank of the granular cone depending 
on the thickness of the substratum, the slope of the cone and the dyke overpressure. This mechanism 

may explain the presence of vents away from a central conduit at many volcanoes. 

Mechanical heterogeneity of the crust, caused by preexisting fractures or variation of elastic 
parameters due to a temperature gradient, is another factor that may control the emplacement of magma 

intrusions. Le Corvec et al. (2013) showed that a buoyant air-filled crack in gelatin propagated toward 

a pre-existing fracture if the dimensionless distance between them, d/Lb (with Lb=(K/g)2/3 the 

buoyancy length scale and K the fracture toughness) was less than ~0.4. When the crack propagated 

between two parallel fractures, deflection towards one of them occurred if the dimensionless distance 
between the fractures, d’/Lb, was less than ~0.8, and the angle of inclination of the fractures had a minor 

effect. A scaling analysis suggested that interactions in nature were likely to occur if dykes and fractures 

were less than ~200 m apart. Rivalta et al. (2005) found that air-filled cracks passing from a stiff to a 
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compliant medium accelerated and acquired a larger head, before they recovered the shape typical of 

intrusions in a homogeneous medium. In contrast, the cracks decelerated while approaching a stiffer 
medium and they came to halt beneath the interface unless additional air injection enlarged the crack 

and caused propagation into the upper layer. At very high rigidity contrast (ratio of shear moduli of 7.5), 

however, the fracture could not propagate into the upper layer and it grew horizontally below the 
interface to form a sill. Kavanagh et al. (2006) further showed that different types of intrusions were 

generated depending on a dimensionless rigidity (ratio of Young’s modulus of upper and lower gelatin 

layers) and a dimensionless pressure (ratio of fluid overpressure over rock strength) (Fig. 7c). In 

agreement with Rivalta et al. (2005) they found that an analogue dyke could propagate through the 
interface and into a less stiff upper layer, irrespective of the pressure ratio, but it was stopped by a more 

rigid layer. Continuous intrusion in the latter case, however, led to either (i) a hybrid structure consisting 

of a sill at the interface and a dyke into the upper layer at moderate rigidity and pressure ratios or (ii) a 
pure sill at higher ratios. In complementary experiments, Kavanagh et al. (2015) varied the strength of 

the interface by controlling the amount of welding through the temperature of the initial gelatin-water 

solution of the upper layer. Qualitatively, sill-like and hybrid intrusions typical of high rigidity ratios 
formed if the interface was weak, otherwise the intrusion was stopped. 

 

 
 
Figure 7. Effect of boundary conditions on intrusion dynamics. (a) Deflection of an experimental crack 

due to a surface load. The inset shows the half-space analytical solution of the orientation of the 
maximum deviatoric compressive stress (arrows) generated by the surface load, with x* and y* as 

normalized length. From Watanabe et al. (2002). (b) Water-filled intrusion into gelatin overlain by a 

granular cone. Kervyn et al. (2009). (c) Intrusions morphologies in experiments involving a mechanical 

interface, as a function of the dimensionless pressure (fluid overpressure over rock strength, P0/PfU) and 
rigidity (ratio of Young modulus of lower and upper layers, EU/EL). In Kavanagh et al. (2006).  

 

3.2.3 Dyke-dyke interaction 
 

Experimental studies have shown that dykes interaction can modify the surrounding stress field 

and induce dyke rotation and coalescence. Takada (1994) found that buoyancy-driven cracks coalesced 

more easily than pressure-driven cracks, and that coalescence decreased the local compressive stress 
field. Ito and Martel (2002) identified scaling laws for the critical horizontal distance between two 

parallel vertical cracks, xci, required for intersection. In their experiments a first crack filled with hexane 

(A) ascended slowly at ~10-4 m/s owing to its low buoyancy, and a later air-filled crack (B) ascended 
about ten times faster, curved toward crack A and finally intersected it (Fig. 8). A scaling analysis 

showed that the parameters controlling xci were the dykes driving pressures (PA and PB, controlled by 

the volume of buoyant fluid injected) and dyke head (LA and LB, Fig. 8a), so that  
𝑥𝑐𝑖

𝐿𝐴
=𝑐 (

𝑃𝐴

𝑃𝐵
)

𝑛
(

𝐿𝐴

𝐿𝐵
)

𝑚

,    (39) 

where c, n, and m were empirical constants and exponents whose exact values depended on the crack 

conditions (i.e. pressure or buoyancy-driven). Notice that PA/PB and LA/LB varied simultaneously owing 

to the experimental configuration. In similar experiments, Watanabe et al. (2002) showed that a crack 
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was deflected when the ratio of the shear stress (generated by the crack) over the fluid pressure in the 

neighboring fracture was larger than 0.2.  
 

 
Figure 8. Interaction of experimental buoyant cracks initially parallel to each other. Analog dyke B 

curves toward and finally intersect dyke A at height yc. Ito and Martel (2002).   

 

3.2.4 Dykes from or into magma chambers 
 

Dykes commonly originate from pressurized magma chambers. McLeod and Tait (1999) 

investigated dyke nucleation from pre-existing liquid-filled cracks at the margins of a rounded reservoir 
in experiments aimed to test a theoretical model. Flow of the liquid from the reservoir into the cracks 

caused pressurization, which promoted failure at the tip of one of the cracks that propagated and acquired 

a disc-cone hybrid morphology. At given initial reservoir overpressure the rate of pressurization 
decreased with the fluid viscosity, suggesting that in nature the delays before dyke nucleation may be 

of hours or years for basaltic or rhyolitic magmas, respectively. Menand and Tait (2002) further showed 

that analog dyke propagation from a pressurized source occurred in two distinct stages. A crack was 

driven first by the source overpressure and it grew as a circular disk in a nearly vertical plane at 

decreasing velocity. Then the buoyancy pressure (cf. ) became dominant and the crack (of head length 

lc) propagated mainly vertically at a constant velocity that scaled with lc
2. 

Dykes that do not reach directly the surface may be injected into shallower reservoirs. Hodge et 
al. (2012) mapped the regimes of deformation of analog intrusions into a reservoir containing a fluid 

sheared by a rotating plate, which simulated a convective chamber (Fig. 9). They identified three types 

of structures, resulting from various degrees of interaction between the two fluids, depending on two 
dimensionless numbers: a so-called Stokes ratio of the time for the growth of the Rayleigh–Taylor 

instabilities of the injected fluid to the fall time of the intrusion through the sheared fluid, 

𝑆=
𝜂𝑖𝑅𝑖

𝜂𝑎ℎ
 ,    (40) 

and a ratio of the timescales of lateral stretching and disaggregation of the intruded fluid, 

𝑌=
2𝜋

𝑟Ω
(

𝜏𝑦

𝜌𝑖
)

1/2

,    (41) 

with i, y, i the viscosity, the yield strength, and the density of the injected fluid, respectively, Ri and 

r the radius and the radial position of the injection point, respectively, a and h the viscosity and the 

depth of the ambient fluid, and  the rotation rate of the tank. 
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Figure 9. Regimes of fluid injections into a less dense sheared fluid as a function of dimensionless 

numbers S and Y (equations 40-41). The intrusion is injected from above and ponds, experiences 

instabilities (Rayleigh-Taylor regime) or is disaggregated and forms analog enclaves (tension regime). 

From Hodge et al. (2012). 
 

3.3 Conduit flow processes  

 
Physical processes in magmas ascending in conduits control the style and the intensity of 

volcanic eruptions. In particular, the exolution of volatiles due to decrease of the lithostatic pressure, 

which promotes gas bubble nucleation and growth, and the mechanical response of the magma as a 
function of the decompression rate are essential in controlling magma fragmentation (Gonnermann 

2015, Cashman and Scheu 2015). Various types of experimental works have been conducted in order to 

better understand these mechanisms and to elucidate conduit flow regimes. Studies carried out 

principally since the 1990’s have involved natural or analogue materials depending on their principal 
objectives. The use of natural materials at real pressure and temperature have permitted sometimes 

experimentalists to overcome scaling issues, but the configuration of most devices also prevented direct 

observations (see for instance works on decompressed melts saturated in volatiles, e.g. Hurwitz and 
Navon 1994). In contrast, in experiments with analogue systems key parameters such as the crystal and 

volatile contents as well as the fluid viscosity could be controlled, and the processes of bubble nucleation 

and growth could be observed directly (e.g. Phillips et al. 1995). 
 

3.3.1 Bubble nucleation and growth 

 

Since early works (e.g. Murase and Mc Birney 1973, Bagdassarov and Dingwell 1992), 
experimental studies involving natural materials initially saturated in volatiles have addressed gas 

bubble formation essentially as a function of the decompression rate. Spontaneous, homogeneous 

nucleation producing evenly-spaced bubbles was observed in experiments involving crystal-free 
magmas (mostly rhyolites) saturated with H2O and/or CO2 and decompressed at rates up to ~10-100 

MPa/s (Mourtada-Bonnefoi and Laporte 1999, 2004, Mangan and Sisson 2000, Hamada et al. 2010). 

Homogeneous nucleation is a delayed process that results from high degrees of volatiles supersaturation 

of up to ~300 MPa, the latter controlling the surface tension between the critical bubble nuclei and the 
surrounding melt and hence the nucleation rate and the bubble number density (Gonnermann and 

Gardner 2013, see Toramaru 1995 and 2006 for theoretical treatment and comparison with experiment). 

Large supersaturation in experiments suggested that in nature a delayed and homogeneous nucleation 
event during magma ascent could lead to rapid vesiculation and violent eruption dynamics, even for low 

viscosity magmas (Rivalta et al. 2013). In nature, however, magmas often contain crystals and microlites 

that favor the formation of nuclei and lead to heterogeneous nucleation. Experiments with such magmas 
degassing in equilibrium (at low decompression rates) or not in equilibrium (at high decompression 

rates) showed that the nucleation sites density and the nucleation rates increased with the microlites 

content (Hurwitz and Navon 1994, Gardner et al. 1999). Experiments with analogue materials were ideal 
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complement to those with natural magmas since wider ranges of physical properties could be 

investigated. For instance, Hammer et al. (1998) could vary the melt viscosity and investigated its 
influence on critical supersaturations by adjusting the degree of dilution of a corn syrup solution. Rivalta 

et al. (2013) identified end-member processes as materials with high volatile and low particles contents, 

which experienced delayed nucleation, could fragment even under low decompression, whereas those 
with low volatile and high particle contents degassed efficiently and did not fragment. 

The growth of gas bubbles from their nuclei results from the combination of the decompression 

rate of the magma, the diffusion rate of volatiles into the bubbles, and the deformation of the viscous 

melt around the bubbles. Lensky et al. (2004) did experiments with rhyolitic melts in order to test a 
theoretical model and they showed that the regime of bubble growth depended on two dimensionless 

numbers involving the respective timescales of the three above-mentioned processes, 

Θ𝑉=
𝜏𝑣

𝜏∗ , Θ𝐷=
𝜏𝑑

𝜏∗,    (42) 

where v=4/Pi is the viscous timescale, d=dbi
2/D is the diffusion timescale, and =Pi/R is the 

decompression timescale, with  the melt dynamic viscosity, Pi the initial pressure, dbi the initial bubble 

radius, D the diffusivity, and R the decompression rate. With these dimensionless numbers Lensky et 

al. (2004) could map the regimes of bubble growth, which could be used to infer the possible styles of 

eruptions when natural parameters are known (Fig. 10). Other experiments with analogue materials 
revealed that the size of the bubbles increased with time to the power 2/3, in agreement with theories 

assuming that bubble growth depends primarily on the fluid viscosity though the effect of buoyant rise 

of bubbles may be non negligible (Zhang et al. 1997), and that foam expansion increased with the 
potential energy that depended on the porosity and amount of decompression (Namiki and Manga 2005, 

see their equation A.7). 

 

 
Figure 10. Regimes of bubble growth as a function of dimensionless numbers V and D (equations 

42). Bubble overpressure and melt supersaturation favor explosive eruptions (transition field) whereas 
equilibrium-degassing and overpressure growth regime favor effusive eruptions. From Lensky et al. 

(2004). 

 
3.3.2 Magma fragmentation 

 

 A vesiculated magma fragments when it is suddenly decompressed and the vesicles explode, 

when it is sheared at high rates, and/or when its bubbles grow rapidly and coalesce as it is accelerated 
and stretched (Cashman and Scheu 2015, Gonnermann 2015). The balance between the strain rate of the 

melt and its rate of structural relaxation defines a continuous range of mechanisms with two end-

members, ductile-like melt disruption when viscous stresses can be relaxed, and brittle-like 
fragmentation when the tensile strength is exceeded (Ichihara 2008, Wadsworth et al. 2018). Laboratory 

experiments carried out with shock tube devices since the 1990’s have investigated these two styles of 

fragmentation, which generated clast sizes and shapes similar to those in nature (e.g. Zimanowski et al. 
1997, Yamamoto et al. 2008, Martel et al. 2000). 

 Ductile fragmentation was studied in experiments involving analogue liquids, such as water 

saturated with H2O and/or CO2 or gum rosin acetone solutions, which were stretched upwards as gas 
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bubbles grew. In seminal works of Mader et al. (1994, 1996) supersaturation of the volatile phase was 

caused by decompression or by a chemical reaction. The resulting expanding bubbles led to violent 
acceleration proportional to the degree of supersaturation, which caused severe strain and ductile rupture 

of the bubble walls, hence creating a heterogeneous foam. Further investigation with CO2-saturated 

water revealed liquid fragmentation whose maximum amount moved down the analogue conduit (Mader 
et al. 1997, Fig. 11); note that the same phenomenon was observed in experiments of Sugioka and Bursik 

(1995) involving solid particles immersed in a liquid, and which further revealed that compression 

caused by a fragmentation front could inhibit bubble growth. Further works showed that the presence of 

crystals and bubbles facilitated fragmentation, which occurred at lower initial volatile contents and 
amounts of decompression (Mourtada-Bonnefoi and Mader 2004), and that the foam accelerated 

constantly (Zhang et al. 1997). In experiments involving Newtonian fluids with viscosities and surface 

tension similar to those of basaltic magmas Namiki and Manga (2006, 2008) showed that fragmentation 
occurred at critical Reynolds numbers larger than ≈1 provided the decompression rate was high enough. 

 

 
Figure 11. Snapshots of shock-tube experiments after onset of decompression. (a) Ductile fragmentation 

of CO2-saturated water, with lower liquid containing bubbles and delimited by a zone of fragmentation 

(arrow, 49 ms), and later liquid slugs with bubbles (arrows, 258 and 268 ms). From Mader et al. (1997). 
(b) Brittle fragmentation of a natural rock sample, with downward fragmentation wave. Notice that the 

vertical edge of the sample is glued to a transparent holder. From Fowler et al. (2010). 

 
Brittle fragmentation favored by rapid decompression of solidified or highly viscous magmas 

containing overpressurized vesicles was studied using natural samples. Pioneering experiments of 

Alidibirov and Dingwell (1996), with andesitic to dacitic samples of viscosities >108 Pa s at natural 
temperature and pressure and decompressed at very high rates of 40 MPa/ms, revealed that this style of 

fragmentation was characterized by a release wave that propagated downward (i.e. according to the 

pressure gradient) at the speed of sound. Resulting tensile stresses and high gas pressure in the initial 

vesicles promoted fragmentation, which proceeded sub-parallel to the front wave and generated 
pyroclasts with grain size distribution and shapes similar to those in nature. In this configuration the 

speed of the fragmentation front increased up to ~ 130 m/s as either the fragmentation threshold (i.e. 

pressure drop, P) or the connected porosity, c, increased (Spieler et al. 2004a, Taddeucci et al. 2004, 

Scheu et al. 2006, 2008), and the pyroclasts resulted from breakage of larger blocks formed from primary 

cracks (Fowler et al. 2010). Brittle fragmentation was controlled fundamentally by the potential energy 
available (Kueppers et al. 2006b), 

𝐸=𝑉𝜙𝑐Δ𝑃,    (43) 

with V the volume of the sample (notice that the volume dependence may pose scaling issues). In detail, 

P was inversely proportional to c (Spieler et al. 2004b, Scheu et al. 2006, 2008) and proportional to 

the square root of the material permeability, so that 

Δ𝑃=
𝑎√𝑘+𝜎𝑚

𝜙𝑐
,     (44) 

with a an empirical constant and m the tensile strength of the porous matrix (Mueller et al. 2008; see 
also Koyaguchi et al. 2008 for theoretical considerations). Detailed grain size analyses showed that both 

the fragmentation efficiency, i.e. the amount of fine particles generated, and the fractal dimension of 

particle size distribution increased with E (Kueppers et al. 2006a, 2006b). Clasts ejection velocities 
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indicated that the energy consumed through the creation of new surfaces correlated inversely with c 

and represented 10-15 % of the total energy (Alatorre-Ibargüengoitia et al. 2010, Montanaro et al. 2016). 

Other experiments with analogue materials suggested that the geometry of the fractures, and hence the 
size and shape of the particles created, were dependent on the stress field at the time of fragmentation 

(Dürig and Zimanowski 2012).  

 Experiments with analogue materials such as silicone polymers, gum rosin and syrups allowed 

exploring physical parameters (viscosity, porosity, initial pressure, amount and rate of decompression) 
over ranges commonly larger than in studies with natural samples. They revealed that both ductile and 

brittle fragmentation could occur during a given decompression event. For instance, Taddeucci et al. 

(2006) showed that bubble growth was accompanied by fracturing as material expansion was hampered 
by friction along the margin of the device. Stix and Philipps (2012) reported that samples near the 

fragmentation threshold, which depended on both the decompression rate and the final pressure with 

respect to volatile saturation, were disrupted in a ductile fashion. In contrast, samples subjected to 

decompression significantly higher than this threshold fragmented in a brittle manner. This dichotomy 
depended fundamentally on the timescales of the different stress relaxation processes. Ichihara et al. 

(2002) used a viscoelastic material with controlled porosity to investigate the fragmentation behavior 

by comparing the timescale of decompression with the timescale of glass transition (i.e. relaxation time 
of the viscoelastic fluid), also known as the Maxwell relaxation time, 

𝜏𝑟=
𝜂0

𝐺
,      (45)  

with 0 the zero-shear viscosity and G the (unrelaxed) rigidity at elastic limit, and the timescale of bubble 

expansion (i.e. relaxation time of the excess pore pressure by viscous expansion of the liquid), 

𝜏𝑣=(1-𝜙0)
4𝜂0

3𝑃0
,    (46) 

with 0 and P0 the initial porosity and pressure, respectively. In these experiments, however, the 

timescales r and v were similar and their effect could not be discriminated, and conduit walls could 
influence the fragmentation process. To overcome these issues, Kameda et al. (2008, 2013) used a new 

experimental device and a material with a large rigidity G. They considered the Deborah number,  

𝐷𝑒=
𝜏𝑟

𝜏𝑑
 ,     (47) 

with d the timescale of decompression (of amount P), which was obtained from the decrease of 

pressure (P) with time (t) according to 

𝑃=𝑃0 − Δ𝑃 (1 − 𝑒
−

𝑡

τ𝑑).   (48) 

For a given material, brittle fragmentation and ductile expansion were observed at De>1 and De<0.02, 

respectively, and intermediate values of De led to a transitional brittle-like fragmentation through 

bursting of the material (Kameda et al. 2008). In fact, brittle fragmentation could occur even at low De 
indicating ductile response, when the maximum differential stress at the bubble surface  

Δ𝜎𝑚𝑎𝑥=
3Δ𝑃

2(1−𝜙0)
     (49) 

was larger than the critical fracture stress c. Fragmentation was possible at max>c at De>~10. 

Brittle fragmentation occurred when De>1 whereas brittle-like fragmentation was possible at De<1 but 
with a time delay (Fig. 12). In more recent works, Kameda et al. (2017) showed that brittle-like 

fragmentation occurred through development of solid-like fractures in a fluid and was controlled by the 

local stress field, which depended on the spatial distribution of the bubbles. 
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Figure 12. Mode of fragmentation as function of the Deborah number (equation 47) and the maximum 
differential stress Δσmax above the critical stress Δσc. Fragmentation modes A and B occur when the 

fragmentation time is respectively smaller or larger than the relaxation time. From Kameda et al. (2013).  

 

3.3.3 Conduit flow dynamics 
 

 In a conduit, gas-particle mixtures above the fragmentation level and melts containing gas 

bubbles and/or slugs rising buoyantly are characterized by different physical regimes. Dynamic 
similarity in experiments is generally ensured for fluid flows but it is often incomplete for biphasic 

mixtures of gas and solid or fluid particles. For instance, Anilkumar et al. (1993) pointed out that though 

the particle Reynold number could be the same in nature as in experiments other dimensionless numbers 
such as the Froude number were impossible to match owing to the small size of the analogue systems 

(i.e. gravitational forces were negligible). 

 Analogue experiments have given insights into the turbulent flow dynamics in volcanic conduits 

after onset of fragmentation. Biphasic mixtures resulting from disrupted saturated fluids had a discharge 
rate that first increased, as fragmentation occurred in the flow interior or a fragmentation level moved 

down the analogue conduit, and that later became nearly constant with some fluctuations due to 

heterogeneity of the two-phase mixture (Mader et al. 1997, Zhang et al. 1997). Mixtures formed from 
decompressed beds of solid particles revealed heterogeneous flow structures with dilute and dense parts 

at early stages before they became fully dilute with particle concentrations typically lower than ~1 vol. 

% (Anilkumar et al. 1993, Cagnoli et al. 2002). The mixtures ejection velocities were up to ~250-300 

m/s at early stages and then decreased with time according to either power or exponential laws (Cigala 
et al. 2017). In a different configuration, Dufek et al. (2012) further showed that particle collisions in 

turbulent mixtures could change significantly the grain size distribution. Lane et al. (2001) ensured 

dynamic similarity of their experiments by matching the conduit radius-to-height ratio (<0.01), the 

pressure ratio P/P, the Reynolds number before (Re~1) and after (Re>1000) fragmentation, the Mach 
number after fragmentation (~1), and the Capillary number (>>1) here defined as (compared to equation 

10), 

𝐶𝑎=
𝜂𝑟

𝜎

𝑑

𝑑𝑡
,     (50) 

with r the bubble radius and d/dt the strain rate. The flows in the analogue conduit generated pressure 

oscillations related to resonant oscillation modes of the fluid, which were produced by degassing. Such 

experiments are particularly useful to interpret sismo-acoustic data recorded at volcanoes (see also Rust 

et al. 2008 for flows through planar conduits). 
Flows of fluids of relatively low viscosity with gas bubbles, representative of many basaltic 

eruptions, are characterized by elongated gas slugs of diameter similar to that of the conduit width and 

which ascend buoyantly and finally burst at the surface. These slugs may result from the coalescence of 
smaller bubbles in a foam layer at the roof of the chamber (Jaupart and Vergniolle 1988, 1989, see 

section 3.1.2) or in the conduit during ascent (Fig. 13). Their physical regimes were addressed by 

considering dimensionless numbers defined in fundamental studies on gas bubble dynamics and 

presented in section 2. Seyfried and Freundt (2000) identified the main regimes of slug flows by 
matching the Reynolds, Froude, Morton and Eotvös numbers, the two latter being defined as 
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𝑀𝑜=
𝜂4𝑔

𝜌𝜎3,     (51) 

and 

𝐸𝑜=
𝜌𝑔𝐷2

𝜎
,     (52) 

with D the width of the gas slug. They observed that single slugs, subjected to hydrostatic decompression 

during ascent, grew and ascended at constant velocity and had negligible internal excess pressure, 
whereas supplied slugs formed by continuous gas flux rose faster than single slugs. In further 

experiments, James et al. (2004) considered also the dimensionless inverse viscosity (see also Llewellin 

et al. 2012)  

𝑁𝑓= (
𝐸𝑜3

𝑀𝑜
)

1/4

,     (53) 

whose values, along with those of the Reynolds number, indicated that the flows were in transitional to 

inviscid regimes (i.e. Nf>300). Their experiments revealed that the flow of liquid around ascending 

individual slugs created dynamic pressure variations, which varied with the slug position in the conduit, 

and that conduit inclination favored the formation of larger and faster but less frequent slugs. They also 
observed a transition from bubbly to slug flows as the continuous gas flux (and hence volume fraction) 

increased (Fig. 13). Considering these dimensionless numbers to run large-scale experiments, Pioli et 

al. (2012) found that the slug speed was controlled by the Froude number. Vergniolle and Ripepe (2008) 
investigated the deformation of an ascending slug by considering the Weber number (equation 9). At 

low bubble Reynolds numbers Reb=Ubdb/≈1, at which We was relevant, they observed slug length-

to-diameter ratios of ~2-3. Further studies investigated inter-slug interactions (Pering et al. 2017). Del 

Bello et al. (2015) also studied the influence of a rheological stratification in the conduit, which was 

representative of most natural cases, and they showed that slugs ascending through an upper viscous 
plug of degassed fluid exploded more violently as the slugs were pressurized. Capponi et al. (2017) 

explored shear stresses and gas pressure variations as a function of the rheological contrast). 

 

 
Figure 13. Regimes of continuously supplied liquid-gas flow at increasing gas flux and volume fraction 

in a tube of diameter 4 cm. (a) Bubbly flow, (b) transitional flow, (c) slug flow. James et al. (2004). 

 

3.3.4 Degassing 
 

Degassing of vesiculated magmas, caused by bubble escape or the formation of permeable 

channels through disruption of the magmatic foam or shear-induced strain, is fundamental in controlling 
the transition from explosive to effusive eruptive regimes. Spina et al. (2016) scaled their experiments 

relevant to basaltic eruptions by considering the following dimensionless numbers, 
𝑑𝑏

𝛿𝑓
,   

𝛿0

𝛿𝑓
 ,     (54) 

with 0 and f the initial and final film thickness, respectively. They showed that bubble growth caused 

thinning of the fluid film between the bubbles, which led to periodic foam disruption at the top of the 

fluid column and to efficient gas escape. Oscillations of the fluid level related to foam disruption could 
explain cycles of magma level in conduits as well as in lava lakes (see also Witham et al. 2006). 

Experimental configurations relevant to more viscous magmas with pervasive shear zones located 

preferentially along the conduits margins revealed other degassing mechanisms. Lane et al. (2008) 

observed that fragmentation at the flow margins created fractures that served as pathways for rapid gas 



27 
 

escape. The fractures sealed as the pressure decreased, and then the diffusion of volatiles into the bubbles 

repressurized the system until subsequent pathways formed, thus causing a cyclic behavior consistent 
with some natural observations. Such fractures were shown to form in experiments with natural samples 

even at low vesicularities (Carichi et al. 2011) and degassing stopped when the fractures healed 

(Yoshimura and Nakamura 2010, Shields et al. 2014). Okumura et al. (2009) further found that shear-
induced degassing resulting from bubble coalescence and networking could dominate fracturing except 

at very shallow part of the conduit. This degassing process was investigated through analogue 

experiments by Namiki (2012) who showed that it occurred when the strain reached a critical value that 

decreased with the Capillary number at Ca>~1 (Fig. 14). 
 

 
Figure 14. Critical strain required for shear-induced degassing as a function of the Capillary number. 

Shaded areas stand for experimental conditions. From Namiki (2012). 

 
 

3.4 Volcanic jets and plumes 

 
 Explosive volcanic eruptions commonly produce high-speed turbulent jets carrying hot gas and 

particles to several kilometers into the atmosphere. Depending on the intensity and the steadiness of the 

discharge rate feeding the eruption, the volcanic mixture may either form a Vulcanian- or Plinian-type 

eruption column. Experimental work have been carried out over decades to understand the role of source 
parameters and of environmental conditions on the dynamics of these turbulent flows, and they have 

addressed three main issues (Table S2, Supplementary material): (i) the impact of unsteady conditions 

at the vent on the flow dynamics, (ii) the dynamics of sustained Plinian columns, and (iii) the 
mechanisms controlling particle sedimentation from volcanic clouds. 

 

3.4.1 Unsteady volcanic jets 
 

 Gas-particle mixtures from explosive volcanic eruptions commonly reach supersonic speeds at 

the vent and may also generate a shock wave that can travel several kilometers from the volcano. Early 

experimental studies focused on reproducing these phenomena in the laboratory to investigate the 
mechanisms controlling the jet expansion into the atmosphere. Kieffer and Sturtevant (1984) erupted 

various gases (nitrogen, helium, neon) under pressure from a small reservoir into the atmospheric air 

upon rupture of a thin diaphragm at the exit of a convergent nozzle. The pressure at the nozzle reached 
7.25 bar in all experiments, allowing the laboratory jets to reach exit velocities up to 175-868 m s-1. Such 

high speeds are of the same order than that of volcanic jets and ensured that the Reynolds number was 

large enough to reach a high level of turbulence (Re = 5×104). The experiments revealed that the 

impulsive acceleration of the gas from the reservoir into the atmosphere produced a starting vortex 
structure at the head of the jet and a compression wave whose strength mainly depended on the sound 

speed of the gas and, to a lesser extent, to the gas density (Figure 15a-c). Simultaneously, a rarefaction 

wave propagated downwards until it reached the bottom of the reservoir and reflected as another 
rarefaction wave. High-speed shadow and schlieren photography showed that the experiments 

reproduced several important features of underexpanded jets including Mach disks, Barrel shocks and 
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N waves. Chojnicki et al. (2006) extended this work by adding particles in a 1-D shock tube experiment 

in order to understand the behavior of rapidly-decompressed gas-particle mixtures and associated shock 

waves. Monodisperse mixtures of ballotini glass spheres (dp = 45 - 150 m, p = 2500 kg m-3) and air 
were rapidly decompressed by rupturing a diaphragm between a high-pressure reservoir (up to 70 bar) 

and the low-pressure atmosphere. The experiments showed that the presence of particles largely reduced 

shock velocities (by 30-40%) and strengths (by 60%) compared to the predictions made with the 

pseudogas approximation (Figure 15d-e). The authors suggested that this difference was due to 
imperfect coupling between the particles and the gas and they proposed a modified Rankine-Hugoniot 

relationship to account for this effect: 

     
𝑃2

𝑃1
=  1 +  

2𝜉

𝜉+1
(𝑀𝑠

2 − 1)  −  
𝐹𝑑𝑎

𝐴𝑃1
,  (55) 

where P1 and P2 are the pressure in front of and behind the shock, respectively,  is the ratio of the 

specific heats for the gas (Cp/Cv), Ms is the shock Mach number (i.e., the ratio of the shock speed to the 
sound speed of the gas), A is the cross sectional area of the shock tube, and Fda is the drag force exerted 

by the particles on the air, such as: 

     F𝑑𝑎  =  
1

2
𝐶𝐷𝜌2𝑈2

2𝐴,    (56) 

where CD is a drag coefficient, 2 is the density of the gas behind the shock, and U2 is the gas velocity 

behind the shock. Replacing the drag coefficient, which is only a function of the particle Reynolds 
number, the authors were able to propose new predictions for shock strenght (P2/P1) and velocity (U2) 

of the gas-particle mixture that were in good agreement with their experimental results (Figure 15d-e). 

The predictions were then tested against field measurements of volcanic jet and shock velocities during 
the 1982-1983 Sakurajima and the 2002-2004 Santiaguito eruptions to retrieve the pre-eruption conduit 

pressures. The values predicted by the new theory (1.5 - 10 MPa) were in better agreement with the 

typical values for Vulcanian eruptions (5 - 10 MPa) than those inferred from the classical pseudogas 
theory (0.4 - 1.2 MPa). 

 
Figure 15. Structure of the expanding jets of (a) helium, (b) nitrogen, and (c) freon (modified from 

Kieffer and Sturtevant, 1984). (d) Shock velocity and (e) shock strength as function of pressure ratio 

accross the diaphragm in the experiments of Chojnikci et al. (2006). Open triangles, solid squares, dots, 

and open circles correspond to experiments with no particle, 45, 90, and 150 m particles, respectively. 
Solid and dashed lines give the predictions of the pseudogas theory and of the new model, respectively. 

(f) Structure of an expanding jet with multiple shock waves (modified from Medici and Waite, 2016). 

Red arrows show shock waves panels (a) and (f). 

 
 Shock waves travel significant distances from the volcanic vent and are eventually dissipated 

into sound waves that can be recorded by barometers and infrasound instruments. The experiments of 

Medici et al. (2014) and Medici and Waite (2016) were designed to investigate how the information 
carried by the recorded wave can be interpreted in terms of eruption dynamics. A modified shock tube 
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was used to generate shock waves under controlled conditions. The driver section was filled with 

nitrogen at different pressures from 50 to 80 bar, and the jet velocity reached 750-810 m s-1 at the nozzle. 
The explosive power, shock wave velocity and pressure ratios were accurately measured and compared 

to predictions from strong shock wave theory. Thought this theory significantly overpredicted 

experimental weak shock wave speed, the scaling typical of shocks can still be used as a first 
approximation for modeling shock waves generated by volcanic eruptions. The energy that generated 

the shock wave can thus be calculated by using: 

     E =  
(𝑃𝑚𝑟𝑚)3𝑘𝑡

0.155(𝑘𝑡−1)3𝑃𝑎
2,    (57) 

where Pm is the measured pressure, rm is the distance from the vent where the pressure was measured, 

Pa is the atmospheric pressure, and kt is a pressure ratio that varies between 1.023 and 1.035. Comparing 

the predictions made with this equation to the total thermal energy estimated from the plume height 
during the 1982, 1987, 2011 Sakurajima, the 1975 Ngauruhoe, the 2010 Eyjafjallajökull, and the 2006 

Augustine eruptions showed that the new model provided a relatively good order of magnitude estimate 

of eruption energy, suggesting that pressure measurements made at a safe distance from the volcano 
could be used for improved early warning of eruption hazard. Later, Medici and Waite (2016) extended 

their work by filling the driver section with nitrogen at lower pressures (from 35 to 50 bar), producing 

jets with lower velocities at the nozzle (380-530 m s-1). The experiments showed that a single discharge 
could lead to multiple pressure waves (Figure 15f), presumably produced by the interaction with the 

decelerating jet, and hence suggested that interpretation of shock waves measurements in terms of 

eruption dynamics is not straightforward. 

 Laboratory experiments were designed to study the impact of unsteady supply of momentum 
and buoyancy on the dynamics of volcanic plumes (Clarke et al. 2009, Chojnicki et al. 2014, 2016). 

Clarke et al. (2009) studied the effect of variations in discharge rate on the plume velocity by injecting 

upwards a mixture of particles and aqueous solution at the base of a tank containing fresh water. All the 
source parameters affecting the flow dynamics were varied from one experiment to another: the fluid 

density (961 to 1037 kg m-3 by using water with isopropyl or salt), the particle composition (silica 

powder or ballotini glass spheres), the particle size (<10 m or 45 m), the particle concentration (2 or 

3.5 vol%), the exit velocity (4-7 m s-1), and the pipe diameter (3 or 15 mm). The mass discharge rate 

was first increased to a peak value and then decreased during each experiment that lasted about 30 s. 
The Reynolds number of these experiments reached up to 105. The results showed that all the 

experimental data on flow propagation could be explained by a single scaling law relating the front flow 

velocity (U) to source momentum (M) and buoyancy fluxes (B), such as: 

     𝑈 =  𝑐 𝑀1/2𝐵−1/4𝑡−1,   (58) 
where t is the time and c is a constant factor. Good agreement with natural data on several Vulcanian 

eruptions suggested that the new scaling law could be used to estimate the total mass and mass discharge 

rate of natural eruptions as a function of time from the measurement of eruption cloud front velocity. 

Chojnicki et al. (2014) used a similar experimental device to investigate the effect of mass discharge 
rate variations on the structure of the jet by visualizing the flow field using a PIV technique. They 

produced turbulent mixtures of water and particles at the base of a tank containing fresh water. The 

particles used were silver-coated hollow glass sphere with dp = 10 m and p = 1100 kg m-3. The scaling 

analysis was made through the Reynolds number that reached 103-104. The experiments showed that 
variations in momentum flux at the source quickly modified the jet velocity structure and thus directly 

controlled the jet dynamics. The comparison of the time-averaged and instantaneous distributions of the 

vertical component of velocity suggested that some important aspects of the instantaneous dynamics 

cannot be captured by quasi-steady flow approximation. These experimental results emphasized the 
need for new modeling approaches capable of describing the time-dependent properties of transient 

volcanic eruption plumes for improved hazard assessment. To achieve this goal, Chojnicki et al. (2016) 

carried out new laboratory experiments producing a turbulent jet of fresh water propelled into fresh 
water at Re between 104 and 105 and with varying supply of momentum. The results showed that, in 

contrast to steady or instantaneous momentum sources where the jet rise is captured by a power-law 

dependence on time, the front height varied logarithmically with time in these experiments. Such 

evolution was also observed during explosive eruptions at Stromboli, suggesting that the new scaling 
law could be used to predict the rise of unsteady volcanic plumes from short-duration eruptions. 
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3.4.2 Sustained Plinian columns 

 
 Laboratory studies of sustained volcanic columns were initially designed to investigate the 

different eruptive styles as the eruption conditions change (Figure 16). Carey et al. (1988) presented a 

series of experiments in which a mixture of water and silicon carbide grinding grit particles (dp = 7 - 

120 m, p = 3210 kg m-3) was injected at the base of a tank containing salt water. Varying the particle 

size, particle content and source velocity led to four different behaviors of the jet. For low particle 
concentrations, the turbulent mixture formed a buoyant stable plume that reached the top of the tank. 

After a short period of time, dilute gravity currents began to spread downwards around the plume and 

flowed short distances accross the tank floor. Turbulent mixtures with higher yet low concentrations 
exhibited several convective instabilities enhancing particle sedimentation and leading to column 

collapse. At intermediate particle contents, the plume developed a bent-over fountain with a strong 

asymmetry generating a downward particle-laden flow moving as a gravity current on the tank floor. At 

high particle contents, a low collapsing fountain formed producing a concentrated gravity current. A last 
regime corresponded to the whole collapse of a buoyant (at initial stage) plume generating a radially 

spreading dilute gravity current. In nature, the volcanic mixture of gas and pyroclasts ejected from the 

vent lightens by turbulent entrainment and heating of cold atmospheric air. A stable plume forms when 
the bulk density of the mixture attains values lower than that of ambient. This issue was addressed by 

Woods and Caulfield (1992) through experiments with a mixture of water, methanol and ethylene glycol 

(MEG) injected downwards (Re ~ 102) in a tank containing fresh water, which mimicked the behavior 
of particle-laden volcanic plumes.  The light mixture of water and MEG was injected downwards so that 

it mixed and became denser than ambient water to form a stable plume. This method had the advantage 

that the density of the water-MEG mixture was a known function of the degree of mixing between the 

MEG and the water. Four different behaviors were identified depending on the imposed momentum and 
mass fluxes at the source: a stable buoyant plume, a collapsing fountain with periodic released of 

thermals, a collapsing fountain feeding gravity currents from which buoyant material emerged, or a low 

collapsing fountain. Based on these observations, Woods and Caulfield (1992) proposed a criterion for 

collapse of the jet as an analytical relationship between the initial density anomaly of the jet (0) and 

the minimum volume flux (Q0) required to generate a plume: 

    Δ𝜌0 [1 − (1 −
Δ𝜌0

Δ𝜌𝑚
)

1/2
]  =  

16

5
𝛼𝑒

𝜌𝑤𝑄0
2

𝑔𝑅0
5 ,  (59) 

where m is the maximum density anomaly a mixture of MEG and water can reach, R0 is the initial jet 

radius, w is the water density, and e is the entrainment coefficient (see equation 63). The theoretical 

predictions made with this equation showed a satisfactory agreement with the threshold volume flux 
measured in the experiments. Further experimental studies showed that the plume shape can evolve with 

time even if the source conditions are maintained constant (Kitamura and Sumita 2011), and that the 

plume trajectory can be strongly affected by the presence of wind (Ernst et al. 1994, Carazzo et al. 2014). 
Four dynamical regimes were identified by Kitamura and Sumita (2011) based on laboratory 

experiments where jets of water, milk or saline solutions were injected downwards in a tank of fresh 

water at a constant rate (Re = 102-103). Initially, the laboratory plume had a "finger-like" shape but, as 

it decelerated and entrained the ambient fluid, a "plume-head" formed, which later transformed in a 
"cone-like" self-similar shape. In the case where the buoyancy flux was large, the plume head 

temporarily inflated above the cone to form a "headed cone". Scaling laws for the onset of these four 

regimes were proposed by the authors and found in good agreement with the laboratory measurements. 
These large scale structures were similar to those observed during volcanic eruptions, although the 

Reynolds number was rather low in the experiments, suggesting that monitoring the changes in plume 

shape during an eruption could be used to constrain their buoyancy.  

 The impact of wind on the plume dynamics may be critical and experimental studies attempted 
to quantify this process. Ernst et al. (1994) performed laboratory experiments where cold or hot water 

was injected at the base of a 25 m-long flume into cold flowing water, generating turbulent jets (Re = 

103) in a cross-current. The experiments showed that a buoyant jet distorted by a cross-current can 
develop a vortex pair structure and bifurcate to produce two distinct lobes, which diverge from one 

another downwind. This bifurcation may initially arise because of the pressure distribution around the 

plume but it can be further enhanced by the plume buoyancy, the absorption of latent heat due to 
evaporation of water droplets in the plume, and the tropopause that acts as a density interface. These 
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results were the first to provide an explanation for the bifurcation observed by satellites and from the 

ground during historical eruptions, and also inferred from the bilobate distribution of the tephra deposits 
of past events. Laboratory experiments were also performed by Carazzo et al. (2014) to characterize the 

effect of wind on the plume trajectory and maximum height. In this study, salt water was injected 

downwards into a tank containing stratified salt water while the nozzle was towed away at a constant 
speed, producing turbulent buoyant jets in a cross-flow (Figure 16a-c). The experimental set-up was 

scaled to reproduce the Reynolds (Re = 103) and Richardson numbers (Ri = 10-4 - 10-1), as well as the 

wind (W*) and plume (U*) velocity ratios of volcanic eruptions, such as: 

    𝑊∗  =  
𝑊

𝑈0
,  and  𝑈∗  =  

𝑁𝐻0

𝑈0
,   (60) 

where W is the wind speed, U0 the plume velocity at the source, N is the Brunt-Väisälä frequency, and 

H0 is a characteristic length scale for a pure plume. For low wind speed and relatively high flow rates, 

the buoyant jet formed a strong plume where the impact of wind was limited (Figure 16a). For high 
wind speed and relatively low flow rates, the buoyant jet formed a weak plume with a centerline bent 

over in the wind field (Figure 16c). For intermediate conditions, the jet formed a distorted (or 

transitional) plume (Figure 16b). The transition from one regime to another was found to depend on the 

ratio W*/U*, and the experimental results were used to propose new scaling laws to determine the mass 
discharge rate feeding a volcanic plume from its observed maximum height in the presence of wind, a 

method that is extensively used for hazard assessment. 

 

 
Figure 16. Experimental plumes. (a) Strong plume, (b) distorted plume, and (c) weak plume (modified 

from Carazzo et al. 2014). (d) Regime diagram showing the stability fields of the convective plumes, 
vertically collapsing fountains, and radially expanding columns (modified from Dellino et al. 2010).  

 

 Several experimental works focused on reproducing explosive volcanic plumes by using gas 

and particles (instead of a pure liquid phase) to cover the range of dynamical parameters controlling 
natural eruptions (Dellino et al. 2007, 2010, 2014) or to study the mass partitioning in a collapsing 

fountain (Carazzo et al., 2015). Dellino et al. (2007, 2010, 2014) designed a large-scale apparatus where 

highly pressurized gas was released at the base of a 30 to 60 cm-large cylindrical conduit filled with 

samples of natural volcanic particles (dp = 10 m - 8 mm,  p ~ 2000 kg m-3). The scaling was made 

using the Reynolds (Re = 106 - 107) and densimetric Froude numbers (Fr = 10-1 - 101). The resulting 
highly turbulent particle-laden mixture were propelled at high velocities (7 - 110 m s-1) and formed 

either a buoyant plume with sedimenting particles or a dense collapsing fountain with gravity currents 

(Figure 16d) depending on the specific mechanical energy (SEM) of the system. For SME > 2.6 kJ kg-

1, the flow was in the plume regime, whereas for SME < 1.5 kJ kg-1 the flow was in the fountain regime 

(Dellino et al. 2007). In extreme cases, radially expanding columns led to an expanded collapse that 
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generated dilute gravity currents (Dellino et al. 2010). The authors mapped the three dynamical regimes 

in their experiments according to a vorticity factor ( in s-1) that characterizes the tendency of the 

mixture to be sustained by vortices, and an overpressure factor () that quantifies the tendency to favor 

lateral expansion, such as (Figure 16d): 

    Ω =  
2𝑊𝑒𝑥𝑖𝑡

𝑅𝐶
,  and  Γ =  

𝑃𝑜𝑣𝑒𝑟

𝑃𝑑𝑦𝑛
,   (61) 

where Wexit is the exit velocity, R is the conduit radius, C is the particle concentration, Pover is the gas 

overpressure, and Pdyn is the dynamic pressure along the vertical axis. The experiments showed that 
temperature had almost no effect on the formation of collaping fountains, on the formation of gravity 

currents upon collapse, and on the velocity of the shear current at the flow base (Dellino et al. 2010). 

Carazzo et al. (2015) investigated the mechanisms leading to partial column collapse, a regime observed 
in nature where the flow separates in a dense collapsing part and a buoyant rising part. For this, they 

designed an experimental set-up in which a mixture of hot gas and hollow polymer spheres (dp = 13-120 

m,  p = 42 kg m-3) was injected upwards in a chamber containing ambiant air. The scaling analysis 

was made using the Reynolds (Re = 103), Richardson (Ri = 10-2-100), Stokes (St = 10-2 -10-1), stability 

( = 10-3-10-2) and Peclet numbers (Pe = 10-4-10-2) that were imposed to partially match those of natural 

eruptions. The experiments showed that for low concentrations and high flow rates, the turbulent mixture 

formed a buoyant plume, whereas for high concentrations and low flow rates, a collapsing fountain 
occurred. The collapse was rarely total and the mass partitioning between the rising part and the 

collapsing part, that was determined by collecting the particles fallen on the chamber floor, depended 

on a buoyancy ratio Rs such as: 

     𝑅𝑠  =  
𝛼Δ𝑇

𝛾Δ𝐶
,     (62) 

where  and  are the volumetric expansion coefficient for heat and particles, respectively, and T and 

C are the temperature and particle concentration differences between the ambient and the plume at the 

altitude where the flow separates, respectively. At this separation height, particles tended to fall because 

the flow velocity decreased to values lower than their settling velocity, whereas the thermal gradient 

between the flow and the ambient tended to promote the rise of the plume. The ratio Rs fully captured 
this behavior in the experiments and it was also found to correctly explain the mass partitioning observed 

in the deposits of past eruptive events in the partial collapse regime.  

 Among the mechanisms controlling the dynamics of explosive volcanic plumes, the 
phenomenon of turbulent entrainment of air into the flow has received a large attention over the last 

decade. Typically, the entrainment rate of ambient fluid at the plume margins (Ue) is assumed to be 

proportional to the average vertical velocity of the plume (U) through an entrainment coefficient (e), 

such as (Morton et al. 1956): 

     𝑈𝑒  =  𝛼𝑒𝑈,     (63) 
where the entrainment coefficient is commonly taken as a constant between 0.07 for neutrally buoyant 

jets and 0.16 for buoyant plumes (Linden 2000). Kaminski et al. (2005) proposed new laboratory 

experiments using the same experimental technique as Woods and Caulfield (1992) and showed that 

turbulent entrainment can be significantly reduced in jets with negative buoyancy (e = 0.05). This 

reduction of entrainment was well described by a linear dependence of the entrainment coefficient on 
the local Richardson number, and to a lesser extent to a similarity drift corresponding to a weak evolution 

of the shapes of the velocity and buoyancy profiles with the distance from the source. These results 

suggested that the conditions of collapse can be significantly affected by the drastic reduction of 
entrainment close to the vent where the mixture of hot gas and particles is denser than the ambient 

medium. Later, Paillat and Kaminski (2014a,b) extended this work to investigate turbulent entrainment 

in plane pure plumes and plane pure jets. In these studies, water and salt water were injected downwards 

in a tank of water or water and ethanol, generating turbulent linear jets or plumes (Re = 101-102). Particle 
image velocimetry was used to measure the velocity, buoyancy and turbulent shear stress profiles, and 

to determine the value of e. For the planar pure jets, the authors found no systematic variations of e 

as a function of Re or the distance from the source. For the planar pure plumes, however, the variations 

in e were well explained by the contribution of buoyancy. The effects of nozzle geometry and particle 

content on e were also investigated experimentally (Jessop and Jellinek 2014, Jessop et al. 2016). In 

these studies, a mixture of water and silica powder (dp = 40-325 m,  p = 2500 kg m-3) was injected at 

the base of a tank containing fresh or salt water through a straight or flared nozzle. The scaling analysis 
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was made using the Reynolds (Re = 103), Richardson (Ri = 10-7-10-1), Stokes (St = 10-1 -100), and 

stability numbers ( = 10-2-10-1). The experiments revealed that particle inertia and vent geometry both 

had a crucial effect on the shape of the largest eddies at the edges of the jet, affecting turbulent 
entrainment of ambient fluid. Particles were found to augment the angular momentum of entraining 

eddies, forcing them to overshoot more deeply into, deform and engulf the ambient fluid. Entrainment 

in the flow was also enhanced for flared nozzles but it was reduced for cylindrical nozzles (Jessop and 

Jellinek 2014). Experiments made with linear and annular vents revealed that entrainment was reduced 
as the vent width became small compared to its length because the size of the entraining eddies scaled 

with the vent width (Jessop et al. 2016). These experimental results suggested that a reduction of 

entrainment, potentially leading to column collapse, may occur during an eruption due to vent erosion. 
The efficiency of turbulent entrainment was also investigated by Solovitz and Mastin (2009) and 

Solovitz et al. (2011) who propelled compressed air into ambient air (Re = 105) and made particle image 

velocimetry (PIV) measurements to examine the development of the flow structure near the source. The 

entrainment coefficient estimated from the instantaneous and time-averaged velocity fields at several 
axial distance from the vent was always much lower than commonly measured in laboratory studies for 

both subsonic (e = 0.02-0.045) and sonic jets (e = 0.015-0.04). The authors suggested that in this 

developing region near the vent, the influence of the high-momentum jet flow had not yet diffused 

outward to equilibrate with ambient conditions, reducing the efficiency of turbulent entrainment.  
 

3.4.3 Particle sedimentation 

 

 Several laboratory experiments were done to understand transport and deposition of volcanic 
materials from plumes. Sparks et al. (1991) proposed a theoretical model for the sedimentation of 

particles from dilute suspensions generated by turbulent plumes and they tested it against laboratory 

experiments made using the same experimental device as Carey et al. (1998). The theory assumed that 
particles were distributed homogeneously in the suspension by turbulence. At the base of the suspension 

where turbulence diminishes, the particles were assumed to fall out at their terminal fall velocity (Ut), 

resulting in an exponential decrease in the concentration of particles (C) with the distance from the 

source (r), such as: 

    𝐶(𝑟)  =  𝐶0 𝑒𝑥𝑝 [−
𝜋𝑈𝑡

𝑄
(𝑟2 − 𝑟0

2)],   (64) 

where Q is the volumetric flow rate of the suspension, C0 is the initial particle concentration at the 
distance r0. The results showed an excellent agreement between the model and the experiments (Figure 

17a), and also between the model and field data from the Fogo A Plinian eruption, suggesting that the 

physics of particle sedimentation was fully captured by the model. The authors noted nevertheless that 
in the proximal region, where the buoyant plume spreads out to form a horizontal suspension, particle 

sedimentation was affected by the fall-out of the coarser particles from the plume margins. Ernst et al. 

(1996) explored this phenomenon by using the same set-up but with larger particles (dp = 115 - 327 m, 

p = 3210 kg m-3). The fall-out of the largest particles from the plume margins was well captured by a 

modified theoretical model of turbulent jets and plumes (Morton et al. 1956) that used the same 

assumptions as in Sparks et al. (1991). However, the smallest particles fallen from the plume margins 

were re-entrained at lower levels after fallout, making sedimentation less efficient. The authors 
introduced a re-entrainment parameter in their model to explain their experimental results (Figure 17b). 

This parameter was found to be constant for jets ( = 0.1) and plumes ( = 0.4). Veitch and Woods 

(2000) studied the effect of this re-entrainment on the dynamics of the buoyant plume. Their experiments 

consisted in a mixture of fresh water and glass beads (dp = 40 - 70 m, p = 2500 kg m-3) at the base of 

a tank containing salt water, producing a turbulent jet that rose to the top of the tank before spreading 

out radially as a gravity current. Varying the initial particle concentration led to different dynamical 
regimes for the plume. At low particle concentrations, the particles settled through the ambient fluid 

individually at their settling velocity. At intermediate particle concentrations, a coherent annular 

structure developed downwards around the rising plume. The re-entrainment of particles increased the 
density of the ascending plume, making the radially spreading gravity current a dense intrusion. Above 

a critical particle concentration, a downward convecting flow immediately developed from the gravity 

current and the plume underwent an oscillatory collapse. The transition from one regime to another was 
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successfully captured by a modified model of turbulent plumes (Morton et al. 1956) that included 

particle re-entrainment. 
 

 
Figure 17. Experimental studies on particle sedimentation from plumes. (a) Sediment mass (in cm-2) as 

a function of the distance from the vent, with dp = 58 m (Sparks et al. 1991). The solid curve is a best 

fit function. (b) Sediment accumulation as a function of the distance from the vent, with dp = 275 m 
(Ernst et al. 1996). Dashed and solid curves correspond to theoretical predictions made with and without 

re-entrainment. (c) Regime diagram indicating the conditions under which gravitational instabilities 

(unstable) or individual particle settling (stable) develop (modified from Cardoso and Zarrebini 2011a). 

(d) Photograph of the base of a particle-laden suspension showing the particle boundary layer (PBL) 
and the fingers associated with settling-driven gravitational instabilities (modified from Scollo et al. 

2017). 

 
 Cardoso and Zarrebini (2001a,b) studied the deposition patterns from gravity currents generated 

by turbulent plumes at the buoyancy level and carrying polydisperse glass beads particles (dp = 33 - 115 

m, p = 2470 kg m-3). Predictions of the deposition patterns made with a modified equation (64) taking 

into account the polydispersity of particles were successfully compared to the experiments. A striking 

observation was the development of convective instabilities at the base of the gravity currents, 
characterized by thin fingers of fluid with large concentration of particles that moved downward at 

velocities much larger than the settling velocity of the particles (Figure 17d, Cardoso and Zarrebini, 

2011a). The authors derived a simple criterion for the onset of these settling-driven gravitational 
instabilities based on the Stokes' settling velocity and the density gradient in the environment. Further 

works on this type of instability were done by Carazzo and Jellinek (2012), Manzella et al. (2015), and 

Scollo et al. (2017) who ensured the suitability of the experiments to reproduce natural eruption plumes 

by matching the Reynolds, Richardson, Grashof, Stokes, and stability numbers. Similar observations 
were made by Carazzo and Jellinek (2012) in their experiments producing turbulent particle-laden jets 

and subsequent intrusive gravity currents into a stratified environment. A scaling analysis was derived 

to show that during the spreading of the gravity current, internal sedimentation drove the growth and 
intermittent overturn of a thin, unstable particle boundary layer (PBL) that formed particle-rich fingers. 

For natural eruptions, this settling-driven gravitational instability was expected to occur depending on 

the grain-size distribution of the particles, particle concentration, and to a lesser extent plume height. 

Manzella et al. (2015) and Scollo et al. (2017) refined this work by performing laboratory experiments 

in which an aqueous suspension of glass beads or volcanic material (dp = 32 - 180 m, p = 2550 kg m-

3) was emplaced above a layer of sugar solution. Instabilities formed at the boundary of the two layers 

propagated downward. Measurements of the evolution of particle concentration, number of fingers and 
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finger speed in the lower layer confirmed that particle sedimentation could be significantly enhanced by 

settling-driven instabilities in volcanic clouds.  
 The intensity of turbulence has a strong effect on the distribution of volcanic ash particles within 

the cloud (Koyaguchi et al. 2009), which in turn controls their effective settling velocity (Del Bello et 

al. 2017). Laboratory experiments made by Koyaguchi et al. (2009), in which glass beads (dp = 23 - 100 

m, p = 2500 - 4200 kg m-3) were mixed in stirred water with various intensities of turbulence, revealed 

that the particles remained homogenously distributed in the fluid and settled at their terminal fall velocity 
when the root-mean-square of velocity fluctuation in the fluid was much larger than the particle terminal 

velocity. On the other hand, when the root-mean-square of velocity fluctuation was smaller than the 

terminal fall velocity, particles concentrated at the base of the fluid as a PBL that ultimately formed 
particle-rich fingers. These experimental results were compared to predictions of volcanic plume 

dispersion using a 3D numerical model and suggested that particles greater than a few millimeters are 

not homogeneously distributed in volcanic clouds but tend to concentrate at the base. The effect of 

particle concentration on the settling velocity of individual particles was investigated experimentally by 

Del Bello et al. (2017) who released volcanic particles in a box (dp = 125 - 1000 m, p = 764 - 2846 kg 
m-3) and measured the particle settling velocities and concentrations. The results revealed that the 

settling velocity was largely enhanced by particle-fluid interactions but partially attenuated by particle-

particle interactions with increasing concentration. The authors proposed a new empirical relationship 
to calculate the settling velocity of an individual particle from its size, density, shape and particle 

concentration, which can be easily implemented in numerical models of volcanic ash dispersal. 

 Other intriguing phenomena observed in volcanic clouds were reproduced in the laboratory. 

Holasek et al. (1996) simulated the separation of ash and gas and the formation of secondary intrusions 
from a volcanic cloud, a phenomenon that occurred during the 1990 Reboudt and 1980 Mt St Helens 

eruptions. The experiments consisted in injecting horizontally a mixture of fresh water and particles (dp 

= 17- 37 m, p = 3210 kg m-3) in a tank containing a stratified saline solution. As the intrusion became 

progressively thinner during propagation, a layer of particle-depleted fluid gradually developed on the 

upper surface of the intrusion and became thicker as sedimentation continued. Small fingers ascended 
from the particle-poor upper part of the intrusion while particles sedimenting from the lower particle-

rich part of the intrusion were swept back towards the source due to a relatively strong return flow in 

the tank. This particle-laden fluid was relatively dense and descended below the main intrusion to a new 
level a neutral buoyancy where it formed a secondary intrusion. A remarkable layering of the intrusion 

was also observed in the experiments of Carazzo and Jellinek (2013) who used the same set-up and 

scaling analysis as Carazzo and Jellinek (2012). The production of internal layering in these experiments 
was due to a large scale instability driven by particle sedimentation and to the differential diffusion of 

salt and fine particles. This particle diffusive convection was expected to occur in natural volcanic clouds 

where heat diffuses faster than fine particles, hence enhancing particle sedimentation. A new model of 

particle sedimentation was built and found in good agreement with real-time measurements of the rate 
of change of particle concentration in a few explosive eruptions. Interestingly, this type of instabilities 

led to regions with locally large particle concentrations, providing a potential way to produce 

aggregation processes. Evidence of interactions between convective instabilities and particle 
aggregation was also provided by the experiments of Manzella et al. (2015) and Scollo et al. (2017).  

 

3.4.4 Particle aggregation 

 
 Experimental studies have provided fundamental insights on the processes of volcanic ash 

aggregation, by which individual particles collide and bind to form aggregates that may potentially 

breakup (Table S3, Supplementary material). Gilbert and Lane (1994) performed experiments in a 
recirculating wind tunnel with various particle types (andesitic volcanic ash, glass beads, silicon carbide, 

fused alumina) to investigate the mechanisms controlling the growth of accretionary lapilli in volcanic 

ash clouds. Two series of experiments were made to study the formation of aggregates under wet 
conditions. In the first series, single liquid droplets were injected in the tunnel and particles were 

introduced in the flow stream. The scavenging of ash by liquids drops formed layered aggregates with 

a hemispherical geometry and a flat surface that were not similar to the massive or concentrically-

structured aggregates observed in the field. In the second series, a polystyrene sphere coated with a 
liquid layer was used as pre-existing nucleus in suspension. Particles fed into the flow stream collided 
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with the liquid layer and stuck to the sphere, generating concentrically-zoned, cemented and spherical 

aggregates that matched the field observations. Gilbert and Lane (1994) developed a simple description 
of accretionary lapilli growth based on collision and coalescence models for raindrop growth, and 

proposed an experimentally-derived aggregation coefficient aimed at estimating the aggregate size 

distributions in volcanic ash clouds. Schumacher (1994) and Schumacher and Schmincke (1995) 
investigated the characteristic of ash aggregates produced by an electrostatic powder-coating device and 

by an oscillatory pan device under liquid water conditions. The results showed that in dry conditions the 

volcanic ash formed instantaneously layered and fine-grained aggregates bound by electrostatic forces. 

Under wet conditions, capillary forces of liquid bridges from condensed moisture drove the formation 
of spherical well-developed aggregates, whose strength increased with the liquid water content. The 

authors concluded that both capillary and electrostatic forces may be effective during the formation of 

accretionary lapilli in volcanic ash clouds.  
 The role of electrostatic forces as a binding agent was investigated using several experimental 

techniques. James et al. (2002, 2003) presented experiments in which fine particles were produced by 

fracturing a 2 cm-large pumice and aggregated, as they fell in 1 m-long a chamber, due to electrostatic 
charges imparted during the fracture process and to the differential fall velocities. Detailed photographs 

and Elzone analyses of the resulting aggregates allowed to determine crucial physical properties and fall 

characteristics. The particle size distributions of the aggregates systematically followed an exponential 

type law, with a maximum size of 800 m, and the aggregate densities were much lower (80 - 220 kg 

m-3) than that of individual ash particles (2200 kg m-3). Bimodal particle size distributions were also 
produced, a feature that is commonly observed in tephra fall deposits. The authors proposed several 

empirical relationships to determine the size distribution and drag coefficient of volcanic ash aggregates 

that can be easily implemented in ash dispersal models. Telling and Dufek (2012, 2013) further 

investigated the role of electrostatic forces in a humidity-controlled tank where silica or volcanic ash 
particles were propelled and formed aggregates. They correlated the number of particle collisions that 

resulted in the formation of an aggregate to different ambient water vapor contents and they found that 

aggregation efficiency was highly dependent on collision kinetic energy (Figure 18a). The relative 
humidity was varied from 11 to 95% and was important only for particles that had long residence times 

in a high-humidity environment. The authors concluded that electrostatic forces were the main driving 

mechanism for particle aggregation in their experiments. To quantify the importance of hydrodynamic 
and electrostatic forces, the authors introduced a Stokes number that compared the relative inertial 

timescale of a particle to the viscous fluid timescale of the film of water that formed around a particle 

under wet conditions: 

     𝑆𝑡 =  
𝑚𝑈

6𝜋𝜂𝑟2,     (65) 

where m, U and r are the particle mass, velocity and radius, respectively, and  is the viscosity of the 
interstitial fluid. The critical Stokes number below which aggregation occurred was found to be of the 

order of 101 in the experiments, a condition that was never reached under dry conditions (St ~ 102 - 103). 

To explain the formation of aggregates in the latter case, the authors introduced a ratio that compared 

the inertial and electrostatic forces: 

     𝐼𝐸 =  
𝛿𝑚𝑈2

𝐾𝑞2 ,     (66) 

where  is the distance between two charges, K is the Coulomb's constant, and q is the particle charge. 

The critical IE ratio below which aggregation occurred was of the order of 100 in the experiments made 

under dry conditions. Probabilistic relationships were then developed to predict the efficiency of 
aggregation in volcanic ash dispersal models under both wet and dry conditions. Del Bello et al. (2015) 

performed similar laboratory experiments under turbulent (Re = 103) and low-humidity (50-60%) 

conditions, and they confirmed the importance of collision kinetic energy (CKE) on aggregation 
efficiency. The results showed that disaggregation dominated over aggregation as the CKE was 

increased (Figure 18b). The minimum charge density required for particle aggregation to occur was 

found to be 0.3-1.7x10-2 C m-2, a value higher than those inferred in previous experimental studies, i.e., 

2-5x10-4 C m-2 (Telling and Dufek 2012, 2013) and 0.5-1x10-3 C m-2 (James et al. 2002, 2003). These 
differences were attributed to the enhanced turbulent conditions that increased the collision velocities 

of the particles and contributed to higher charges. Furthermore, aggregation was possible for particles 

smaller than 63 m, a threshold value much smaller than those of previous experiments in dry 



37 
 

conditions, i.e., ~125-180 m (Schumacher 1994), ~150 m (James et al. 2003), and 170 m (Van Eaton 

et al. 2012). 

 Van Eaton et al. (2012) investigated the role of liquid water and ice on the formation of ash and 
ash-ice aggregates using a vibratory pan aggregation technique. The experiments successfully 

reproduced aggregates with characteristics (grain-size distribution, maximum particle size and mean 

density) comparable to those of natural eruptions (Figure 18c-f). The density and maximum aggregate 

size were found to increase with the amount of liquid added in the experiments until oversaturation was 
reached (> 20-25%) and liquid mud droplets were formed. Mueller et al. (2016) confirmed that liquid 

bonding can be the primary control on the formation of aggregates by using a fluidization bed technique. 

The aggregates formed were generally fragile but could be more stable when the particles were initially 
coated with high concentrations of NaCl whose dissolution and reprecipitation made solid interparticle 

bridges. The initial granulometry strongly influenced the growth and structure of aggregates, while the 

rate of aggregate formation increased exponentially with increasing relative humidity in the range 12-

45% (Figure 18g), above which overwetting promoted mud formation. 
 

 

 
Figure 18. Experiments on particle aggregation. (a) Aggregation efficiency as a function of the collision 

kinetic energy (modified from Telling and Dufek 2012). (b) Disaggregation index as a function of the 
collision kinetic energy (modified from Del Bello et al. 2015). (c)-(f) Photographs of experimental 

aggregates (modified from Van Eaton et al. 2012): (c) ash-ice aggregate formed in the absence of a 

liquid phase, (d) ash-ice cluster formed by freezing liquid drops, (e) ash aggregate formed by rapid water 

melting and boiling, (f) ash aggregation formed by wet aggregation at room temperature. (g) Rate of 
aggregate production as a function of the relative humidity, and photograph of an experimental 

aggregate (modified from Mueller et al. 2016). 

 
 

3.5 Pyroclastic density currents 

 

 Pyroclastic density currents (PDC) are hot mixtures of gas and particles that propagate 
predominantly horizontally under the influence of gravity (Sulpizio et al. 2014, Dufek 2016). The 

physics of these currents is certainly one of the most debated issues in volcanology, and in this regard 

the experimental approach may be particularly insightful. Though experiments on PDC have been done 
since the 1960’s (McTaggart 1960) detailed studies were carried out only fairly recently. Experimental 

investigations have addressed the two types of solid particle transport in gravity currents, i.e. (i) dilute 

mixtures in which particles are carried by the turbulent fluid phase, and (ii) dense granular flows in 
which momentum is transferred through particle interactions and/or solid-fluid interactions. These two 
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mechanisms are thought to operate simultaneously in distinct parts of most currents (Breard et al. 2016). 

Owing to scaling considerations, but also technical requirements or limitations in some cases, the 
experiments have involved either a liquid or a gas (most often water or air) as the analogue fluid phase. 

 

3.5.1 Dilute turbulent flow regime 
 

 The experimental studies on dilute PDC first relied on the methods used to investigate, in a 

general context, Boussinesq turbulent gravity currents whose density (c) is slightly larger than that of 

their surrounding medium (a) (cf. Benjamin 1968). Subaqueous turbidity currents are other natural 

examples of this type. Experiments on these currents commonly involve a given liquid as the current 

and ambient fluid phases, so that the Boussinesq condition is satisfied even though the current contains 

dissolved salt or solid particles, and they are commonly done in the so-called lock-exchange (or dam-
break) configuration. The emplacement of such fluid-particle mixtures is controlled fundamentally by 

the balance between inertial and buoyancy forces as well as the flow resistance, which set the current 

Froude number  

𝐹𝑟 =
𝑈

√𝑔′ℎ
 ,     (67) 

where U and h are the current front velocity and thickness, and g’ is the reduced gravity equal to g(c-

a)/a according to Benjamin (1968) analysis. We highlight two issues regarding the definition of g’ 

when considering scaling of experiments applied to dilute PDC. First, the term (c-a)/a is several 

orders of magnitude smaller in experiments than in nature. Second, g’ may be defined only if c<2a 

(otherwise g’ would be larger than g) whereas dilute PDC may be more than twice denser than the 

ambient atmosphere. These two caveats indicate that g’ may be rather defined as g(c-a)/c, which 
satisfies the condition g’<g in all cases and is applicable to any ambient fluid. Sedimentation of the 

particles from the turbulent current is controlled by the balance between the shear current velocity (u*) 

and the particle settling velocity (us), which is expressed by the Rouse number: 

𝑃𝑛 =
𝑢𝑠

𝐶𝐾𝑢∗
 ,     (68) 

where CK~0.4 is the von Kármán constant, so that particles with Pn<2.5 are supported by fluid 
turbulence whereas those with Pn>2.5 are not. Particle settling causes the solid concentration to decrease 

exponentially with time and in consequence leads to a progressive decrease of the current density, speed 

and Reynolds number (Dade and Huppert 1995, Stix 2001). Choux and Druitt (2002) investigated the 
segregation of particles of different densities and with polydisperse log-normal size distributions typical 

of PDC. They considered dense and light particles as analogue lithics and pumices, respectively, whose 

size ranges were chosen to satisfy hydrodynamic equivalence (i.e. same settling velocity) and which had 

Rouse numbers indicating regimes of turbulent support or settling. They scaled their experiments 

considering Re, Fr, and Pn as well as the effective particle density (D-a)/(L-a), with D and L the 
density of the dense and the light components, respectively. They showed that at initial particle 

concentrations of 0.6-23 vol. % the dense particles were segregated according to Pn and that the light 

particles obeyed hydrodynamic equivalence only at concentrations lower than a few percent whereas 
they segregated efficiently at higher concentrations. Further experiments revealed vertical and 

longitudinal reverse grading of the large light particles in the deposits due to delayed sedimentation 

(Choux and Druitt 2004). 

 Entrainment of the ambient air by dilute PDC is another important mechanism. It occurs through 
destabilization of the interface between a current and its surrounding medium, which is described by the 

Richardson number (Equation 3). Air entrainment increases as Ri decreases due to a smaller density 

difference and/or a higher shear velocity between the current and the ambient air. The entrained cold air 
is heated and expands, thus causing the bulk density of the gas-particle mixture to decrease, and the 

current may eventually lift off if it becomes buoyant. The lift-off mechanism was investigated in 

experiments involving various liquids (mixtures of ethanol, ethylene glycol and water, or fresh water 

with particles into saline water) whose properties could vary while they mixed with another fluid. For 
flows on a horizontal substrate, Hallworth et al. (1993) showed that entrainment into the head of a 

turbulent gravity current did not depend on the density difference with the ambient medium but was 

controlled by the initial volume of the current and increased with the distance of propagation. In a similar 
configuration, experiments of Sher and Woods (2017) revealed that lift-off occurred at travel distance 
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~9-12 times the initial current length. For currents down slopes, experiments showed that temporal 

confinement of the current by a buoyant plume caused by ambient fluid entrainment along the flow axis 
could in turn reduce mixing and promoted pulses of unmixed fluid (Huppert et al. 1986) and that sudden 

changes in slope angle caused hydraulic jumps that enhanced entrainment (Woods and Bursik 1994). 

Experiments on currents containing particles showed that sedimentation contributed also to decrease the 
current density, which caused strong flow deceleration before lift-off occurred (Sparks et al. 1993, 

Woods and Bursik 1994). 

 Several subsequent studies on dilute PDC involved air as the ambient fluid and permitted 

experimentalists to further explore the flow dynamics. In this configuration, large-scale devices (>~5-
10 m) were used to create currents large and fast enough to be in a fully turbulent regime with Re > 103 

(Dellino et al. 2007, Lube et al. 2015). Dellino et al. (2010a, 2010b) measured the dynamic pressure of 

currents generated from collapse of a column of pyroclastic material initially ejected upwards in air from 
a vertical conduit, and they reported that the current velocity increased with the impact mass flow rate. 

Thermal effects, which are fundamental in natural dilute PDC, were investigated by Andrews and Manga 

(2011, 2012) in currents at concentrations <0.003 vol.% and generated by releasing from a steep incline 
20 µm talc powders heated at 30-100°C. These authors scaled their experiments considering Re, Fr and 

Ri, and they pointed out that though Re in experiments could not match that in nature it was nevertheless 

higher than ~103 and thus ensured conditions for fully turbulent flows. The behavior of the particles was 

described by two dimensionless numbers. The first was a Stokes number defined as: 

𝑆𝑡 =
𝜏𝑢′

𝑓Λ
(1 +

𝜌𝑐

2𝜌𝑝
) ,    (69) 

with  the particle characteristic response time, u’ the fluctuations in fluid velocity, f a drag coefficient, 

the characteristic turbulent length scale, and c and p the bulk current and particle densities, 

respectively (see equation 4 for comparison). The second was the stability number defined as  

Σ =
𝑢𝑠

𝑢′
 ,     (70) 

which indicated whether the particles were suspended (<1) or settled (>1) (see equation 5). Thermal 

effects were accounted for by (i) the thermal Richardson number, which is the ratio of buoyant to forced 
convection, 

Ri𝑇 =
𝑔Δ𝑇𝛼ℎ

𝑈2  ,     (71) 

with T the difference in temperature between the current and the ambient air,  the coefficient of 

thermal expansion, h the current thickness, and U the current mean velocity, and (ii) the ratio of buoyant 
thermal energy over the kinetic energy defined as 

TE𝑏

𝐾𝐸
=

𝜌𝑐(𝐶𝑝,𝑐/𝐶𝑝,𝑎)𝛼Δ𝑇𝑔ℎ

𝜌𝑐𝑈2/2
 ,   (72) 

with Cp,c and Cp,a the heat capacities of the current and air, respectively. The experiments revealed that 

both the particle concentration and the current velocity increased downwards, and that lift-off set 

approximately the current runout distance (Fig. 19a-b). In contrast with experiments with liquids, 

ambient air entrainment occurred essentially behind the head and not at the flow front, and sedimentation 
was not steady as it proceeded through successive sedimentation-erosion events, so that the deposit 

thickness did not decrease exponentially from the source. The runout distance decreased and the particle 

fractionation into the buoyant lift-off increased as TEb/KE increased, showing that current expansion 
and buoyancy reversal was favored by excess thermal energy (Andrews and Manga 2012). Air 

entrainment occurred preferentially along the current lateral margins through vertically oriented 

vortices, which prevented lateral spreading and favored unidirectional propagation (Andrews 2014). 
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Figure 19. Experiments on dilute PDC. (a) Current of heated 20 µm talc powder with large Kelvin-

Helmholtz instabilities on top and lift-off at the maximum runout distance (at 75 s). Yellow color 
corresponds to higher particle concentration. (b) Normalized flow runout as a function of TEb/KE and 

Ri. (a) and (b) from Andrews and Manga (2012). (c) Experimental device of Freundt (1998) used to 

generate turbulent suspensions of droplets.   

 
Gas-particle dilute currents were also generated in a wind tunnel in which a turbulent air flow 

was blown. Freundt (1998) addressed the emplacement of PDC of high-temperature, which form the so-

called high-grade ignimbrites that resemble lavas. A spray generated from of polyethylenglycol (PEG) 
melt was injected upwards into a horizontal turbulent air flow and was then advected laterally (Fig. 19c). 

The experiments were scaled considering the turbulent flow conditions (through Re and Rep) as well as 

the aggregation of the droplets, which was accounted for by two dimensionless numbers that described 
the stability of bonding necks in the aggregates: the Weber number, whose length scale was the size of 

the droplets dp (see equation 9), and the Ohnesorge number 

𝑂ℎ =
𝜂𝑝

√𝜌𝑝𝑑𝜎
 ,     (73) 

which was the ratio of viscous forces to surface tension, with p and p the viscosity and the density of 

the droplets, respectively. The sedimentation rate was higher than for non-coalescing particles and it 

decreased downstream owing to less frequent collisions as the droplets concentration decreased. Notice 
that other experiments at high particle concentrations revealed the formation of catastrophic 

agglomerates that defluidized rapidly, which suggested that the emplacement of high-grade ignimbrites 

by dense currents was not possible. Other studies characterized welding (or sintering) and viscous 

deformation of hot static materials as a function of the material temperature and pressure, the size of the 
melt aggregates and the strain typical of volcanic contexts (Grunder et al. 2005, Quane and Russell 2005, 

Vasseur et al. 2013). 

Laboratory experiments have also addressed the complex dynamics of horizontal blasts such as 
that of the 1980 Mount St-Helens eruption. Orescanin et al. (2010) investigated unsteady supersonic 

free jets in a shock tube facility by releasing suddenly a compressed gas into the ambient air, a 

configuration also relevant to vertical blasts (see Fig. 15). Their study revealed that the propagation of 
a free jet led to the formation of a main shock system that expanded downstream and consisted of 

symmetrical lateral barrel shocks and of a frontal Mach disk shock. The latter reached a maximum 

distance controlled by the vent diameter (D) and the ratio of the initial gas pressure (Pr) over the 

atmospheric pressure (Pa), so that 

𝑥𝑚

𝐷
= 0.67 (

𝑃𝑟

𝑃𝑎
)

1/2

.    (74) 

Orescanin et al. (2014) further investigated jets released over a horizontal rigid surface (Fig. 20). They 

found that, compared to a free jet seen in a vertical plane, the height of the shock was decreased and an 
oblique shock foot arose beneath the Mach disk. In nature, such a shock foot may have a ground 

signature, which may delimit the devastated zone. A scaling analysis applied to the Mount St-Helens 

blast suggested that the imprint of the Mach disk shock could be found at 4 to 9 km from the vent 

depending on vent dimensions and initial reservoir pressure. 
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Figure 20. Jet generated by sudden release of a pressurized gas from a nozzle and impinging a horizontal 

rigid surface. Structures are seen as density gradients refract the light. Notice that the lower part of the 

Mach disk shock is reduced compared to a free jet. From Orescanin et al. (2014). 
 

3.5.2 Dense flow regime 

 
Particle interactions in dense (parts of) PDC with negligible to strong gas-particle interactions 

control energy dissipation, produce significant amounts of ash, and cause particle segregation. Particle 

collisions (i.e. normal motion) and friction (i.e. tangential motion) have been the focus of several studies 
involving volcanic clasts (Fig. 21). Cagnoli and Manga (2004) investigated pumice flows generated by 

a rotating disk between two vertical and coaxial cylinders. The flow structure consisted of a highly 

agitated basal layer and of a thicker upper layer with limited grain motions, or plug (Fig. 21a). In the 

basal layer, energy dissipation due to particle interactions, expressed as the dimensionless number 

Π =
𝜔𝑑

2−𝜔𝑢
2

𝜔𝑢
2  ,     (75) 

with d and u the angular velocities of the rotating disk and of the upper layer, respectively, increased 
with the Savage number (see equation 6). Values of Sa generally >0.1 indicated that energy dissipation 

occurred mainly through collisions, which generated increasing amounts of ash as Sa increased. Other 

studies showed that collisions caused energy dissipation that varied with the incidence angle (Cagnoli 

and Manga 2003, Dufek et al. 2009), produced ash mass at rates proportional to the square of the impact 
velocity (Dufek and Manga 2008), and generated the coarsest ash fractions (Mueller et al. 2015). In 

contrast, friction produced ash at rates increasing linearly with the flow velocity (Dufek and Manga 

2008) and led to the finest fractions <10 µm, particularly when the pumices had high open vesicularity 
(Mueller et al. 2015). Manga et al. (2011) also showed that pumices abraded in a tumbler acquired a 

highest roundness once they had lost 15-60% of their initial mass, and that the abrasion rate decreased 

with time and with the crystal content.  
Particles interactions were also shown to control the flow runout distance (or mobility). 

Experiments of Cagnoli and Romano (2010, 2012) on flows of angular rock fragments on an incline of 

given width (w) and with slope angle decreasing downstream revealed that the apparent friction 

coefficient (µa), equal to the ratio of the drop height over the runout of the center of mass, decreased as 
the grain size (dp) decreased because smaller particles were less agitated and hence dissipated less energy 

per unit volume. In contrast, µa increased with the product of dp/w and V1/3/w, two dimensionless 

numbers derived from scaling analysis, showing that the flow runout decreased with the volume of 
material released, which could be inherent to the non-constant slope angle. Breaks in slopes that are 

common in nature may be the sites of intense particle interactions that cause severe energy dissipation 

as well as flow deceleration and deposition. In this context, large-scale experiments showed that the 

flow runout increased because of lower energy dissipation as the slope angle of the upstream channel 
became closer to that of the depositional area (Sulpizio et al. 2016) and as the pumice-lithic volume ratio 

decreased (Rodriguez-Sedano et al. 2016). 

Particle segregation is a direct consequence of grain interactions and may in turn exert a 
feedback on flow emplacement. Analogue experiments of Félix and Thomas (2004) on pumice flows 

showed that large particles were segregated upwards as a consequence of both kinetic sieving of the 

smaller particles and squeeze expulsion. These particles then moved preferentially toward the flow 



42 
 

margins to form lateral static borders, which delimited a central channel and formed levées once the 

material in the channel drained (Fig. 21c). The levée-channel morphology obeyed the following scaling 
law 

𝑈

√𝑔ℎ𝑙
= 𝜔

ℎ𝑙−ℎ𝑐

ℎ𝑐
 ,    (76) 

with U the flow front velocity,  an empirical constant dependent on the type of granular material, and 

hl and hc the height of the levees and of the deposit in the channel, respectively. Despite uncertainties 

regarding applicability to natural flows (cf. ), this scaling law is relevant for inferring the velocity of 

pumice flows from the morphological characteristics of their deposits (Jessop et al. 2012).  
 

 
Figure 21. Experiments on dense granular flows. (a) Pumice flow generated by a rotating disk between 

two vertical cylinders, from Cagnoli and Manga (2004). (b) Flow of pyroclastic material down an incline 

and dominated by particle interactions, from Sulpizio et al. (2016). (c) Deposit with a frontal lobe and 
lateral levées delimiting a central channel, from Félix and Thomas (2004).  

 

 The role of interstitial gases in controlling the dynamics of dense PDC was recognized since the 
seminal studies of Anderson and Flett and of Lacroix on historical eruptions in the lesser Antilles islands 

in the early 1900’s. McTaggart (1960) was the first to address this issue experimentally. He observed 

that hot sand flows travelled further than cold ones and he hypothesized that this was due to rapid heating 

and expansion of the ambient cold air entrapped by the hot flows, which caused high internal turbulence. 
Brown (1962) argued that the high mobility of PDC could rather be due to fluidization caused by gases 

released by the particles and percolating upwards. Since then the concept of fluidization by gases of 

internal or external sources in dense PDC has received much attention from experimentalists. Studies 
on static fluidized ignimbrite samples revealed particle size or density segregation features similar to 

those observed in natural deposits (Wilson 1980, 1984) and complete fluidization at gas velocities as 

low as ~1 mm/s in materials at high temperatures (~200°C, Druitt et al. 2007). In addition to these works, 
the effect of fluidization on the dynamics of granular flows was addressed in various experimental 

configurations. The key physical parameter of fluidization is the interstitial pore fluid pressure that arises 

as a consequence of (i) vertical gas-particle differential motion and associated drag, which occurs when 

a gas of internal or external sources percolates upwards and/or when a granular mixture deflates and 
expels the interstitial gas upwards (Bareschino et al. 2008, Chédeville and Roche 2014, Breard et al. 

2018, Lube et al. 2019), or (ii) sustained gas-particle relative oscillations that cause steady rotational 

fluid currents across a boundary layer around the particles, a phenomenon called acoustic streaming 
(Valverde and Soria-Hoyo 2015, Soria-Hoyo et al. 2019). Pore pressure reduces particle interactions 

and thus favors propagation of dense gas-particle mixtures. Once generated, and in absence of significant 

gas-particle differential motion, the pore pressure decreases according to a diffusion law and may persist 

for long duration in fine-grained materials with low hydraulic permeability owing to the high 
compressibility of the interstitial gas (Montserrat et al. 2012, Roche 2012, Breard et al. 2019). The 

Bagnold and Darcy numbers (equations 7-8) are relevant for describing the emplacement of dense PDC. 

Another useful dimensionless parameter is the pore pressure number (Iverson and Denlinger 2001), 

𝑃𝑟 =
(𝐿/𝑔)1/2

(ℎ2/𝐷)
 ,     (77) 

with L and h the typical flow length and height, respectively, and D=k/(1-p) the pore pressure 

diffusion coefficient (with  the gas compressibility), which is the ratio of the pore pressure advection 
timescale (that scales with flow duration) over the pore pressure diffusion timescale.  
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 Experiments on gas-particle flows applied to dense PDC have involved different configurations. 

Takahashi and Tsujimoto (2000) showed that flows down inclines generated by release of fine (~80 µm) 
sand heated at 300°C and mixed with sodium hydrogen carbonate, which generated H2O and CO2 that 

escaped rapidly and fluidized the flow, could propagate on slopes down to ~5° and much lower than the 

friction angle of the sand (~30°). Granular flows with pore fluid pressure were also investigated in the 
dam-break configuration in order to allow for direct comparison with similar studies on fluid currents 

(see previous section). Roche et al. (2008) showed that flows at almost maximum particle concentration, 

generated by release of fluidized granular columns of height h0 onto a horizontal surface from which 

there was no external source of gas, propagated as currents of pure fluids if high pore pressure could be 
maintained for long durations due to the low hydraulic permeability (cf. small particle size and low Pr, 

Fig. 22). The fluid-like behavior was evidenced in particular as the flow Froude number (cf. equation 

67) and the initial Froude number 

𝐹𝑟0 =
𝑈

√𝑔′ℎ0
 ,     (78) 

were respectively Fr~2√2 and Fr0~√2 (note that g’~g), indicating transfer of potential to kinetic energy 

through column collapse with negligible resistance and energy dissipation. The flows decelerated and 
eventually stopped when the pore fluid pressure became too low to buffer particle interactions, and the 

flow runout distance, xf, and duration, tf, scaled with the column height so that 

𝑥𝑓 = 𝑐1ℎ0 ,            𝑡𝑓 = 𝑐2√
ℎ0

𝑔
 ,   (79) 

where c1 and c2 were empirical constants that increased with the pore pressure diffusion timescale. Other 
dam-break experiments with synthetic or pyroclastic material showed that the flow runout and duration 

increased with the initial amount of material expansion (Girolami et al. 2008, 2015), suggesting that 

flow deflation increased the pore pressure diffusion timescale, in agreement with experiments on static 

granular columns (Montserrat et al. 2012, Roche 2012, Breard et al. 2019). The experiments also 
revealed that deposition of the particles occurred through progressive aggradation whose rate decreased 

with the initial material expansion (Girolami et al. 2008, Roche 2012). 

 

 
Figure 22. Fluid-like behavior of a dense dam-break granular flow with high gas pore pressure (top) 

evidenced through comparison with a similar inertial flow of water (bottom). From Roche et al. (2008). 
 

3.5.3 Coupling of dilute and dense flow regimes 

 

 Large-scale experiments revealed how the dilute and the dense flow regimes can coexist in a 
current and they provided insights into the complex structure and processes of PDC (Lube et al. 2015, 

2019, Breard et al. 2016, Breard and Lube 2017). The experiments simulated the formation of PDC from 

column collapse through release of pyroclastic materiel onto the base of a channel inclined at 5-25° (Fig. 
23). They showed that, even at initial particle concentration of a few percent, the material released 

accumulated at the impact zone to form an aerated (i.e. with some pore pressure) dense basal underflow 

with particle concentration up to ~45 vol. % (see also Rowley et al. 2014). The dense flow had a less 

concentrated thin bottom part with concentration of ~20 vol. % and deposited particles through an 
aggradation process. It was overridden by a turbulent ash cloud with particle concentration less than ~1 

vol. % and decreasing from the current head to the wake. Clusters of particles at intermediate 

concentrations arose in the cloud in a transition zone from where they settled to feed the underflow. In 
other experiments involving turbulent but quasi-static gas-particles mixtures in a vertical pipe, Weit et 
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al. (2018, 2019) showed that the emergence of settling clusters established a maximum particle 

concentration (Cmax) in dilute mixtures. They found that Cmax was dependent on the particle Reynolds 
number, Rep, according to Cmax=0.78×Rep

0.17. This scaling law provided results in good agreement with 

those of Breard et al. (2016) and predicted maximum particle concentrations of ~2-5 vol. % for turbulent 

mixtures in nature (at Rep~102-105). 

 
Figure 23. Analogue PDC in the large-scale PELE facility. (a) Side view. (b) Detailed side view of the 

current head showing the dense underflow (U) and the dilute ash cloud region (C) with middle (CL) and 

upper (CU) zones. Clusters at intermediate concentrations in zone CL settle from the cloud and entrap 
gas pockets in the underflow. From Breard et al. (2016). 

 

3.5.4 Interaction of flow with boundaries 
 

 The mechanisms of interaction between PDC and topography may provide fundamental insights 

into the flow dynamics. Experiments of Bursik and Woods (2000) on confined dilute particle-saline 

currents in fresh water and at Re=103-104 revealed that constrictions or openings had no influence on 
the typical exponential decrease of deposit thickness even though the runout distance changed as the 

sedimentation rate varied with the channel width. Woods et al. (1998) further showed that in the 

subcritical regime (at Ri>1) relatively small topographic barriers did not affect flow propagation and 
sedimentation rate. In contrast, intermediate-size barriers blocked partially the flow, which was then 

reflected upstream and had enhanced sedimentation rate, and the current was totally blocked above a 

critical height that increased with the mass flow rate. Combined theoretical analysis suggested that dilute 
(parts of) PDC with typical flow rates of 108-109 kg/s could scale barriers up to ~1000 m. Similar 

experiments of Andrews and Manga (2011) but with air as the ambient fluid revealed that currents with 

the same range of Reynolds numbers were blocked by topographic barriers higher than ~1.5 times their 

thickness. Doronzo and Dellino (2011) also showed that interaction with buildings could cause strong 
local turbulence increase as well as flow recirculation around the building and forced deposition in the 

back wall. 

 Erosion of granular substrates by PDC is increasingly recognized as a common phenomenon. In 
the dilute regime, wind tunnel experiments of Douillet et al. (2014) involving volcanic clasts of different 

morphologies showed that the critical air flow velocity and related shear stress required for 

remobilization of substrate particles depended weakly on the particle shape. In the dense regime, basal 

flow stresses may cause entrainment of large portions of the substrate rather than that of individual 
particles (e.g. Mangeney et al. 2010). Estep and Dufek (2012, 2013) used photoelastic techniques 

combined with discrete element simulations to investigate the network of contacts between the flow 

particles, defined as ‘force chains’ by granular physicists (Fig. 24a). Their experiments demonstrated 
that extreme forces were transmitted locally to the substrate and increased with the contact stiffness, 

suggesting that such forces were likely to cause erosion of natural substrates. Experiments of Roche et 

al. (2013) further showed that basal shear forces could cause extraction and entrainment at flow base of 
particles forming a granular substrate. Onset of uplift of these particles could then be promoted by a 
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local upward pore pressure gradient, and further upward motion into the flow interior was favored by 

internal forces. The pore pressure gradient arose as the flow head slid on the substrate and it was equal 
to 

Δ𝑃 = 𝛾𝜌𝑈2 ,     (80) 

with  an empirical constant dependent on the degree of fluidization of the flow,  the bulk flow density, 

and U the flow front velocity (Fig. 24b). It is possible to derive an empirical law that gives the flow 

velocity as a function of the characteristics of the particles uplifted and transported downstream, 

U = √
𝜉(𝜌𝑝−𝜌𝑔)𝑔𝐿

𝛾𝜌
 ,    (81) 

with  a shape factor that varies from 2/3 (ellipsoid) to 1 (parallelepiped) and L the shortest length of 
the particles. Application to natural cases showing evidence of entrainment of blocks of size up to ~1 m 

allows to infer typical velocities of dense basal parts of PDC of ~10-30 m/s (Roche et al. 2013, 2016). 

 

 
Figure 24. Interaction of dense granular flows with their substrate. (a) Force chains in a flow of 6 mm 
diameter beads, Estep and Dufek (2012). (b) Uplift of particles extracted from a granular substrate and 

dragged at flow base (arrows), Roche et al. (2013). 

 
 Water is another natural boundary with which PDC may interact (Dufek et al. 2009). Freundt 

(2003) investigated the entrance of dense PDC into the sea and found that high temperature and poor 

sorting of the volcanic material were essential in controlling the flow behavior. The experiments were 
scaled considering the dimensionless numbers typical of granular flows (see section 2), the ratios of 

geometric parameters involving the flow length and flow depth as well as the water depth (Hw), and 

three additional numbers 

𝑡∗ =
𝑡

𝐿/𝑐
 , 𝐹𝑟∗ =

𝑈

𝑐
 , 𝑞∗ =

𝑄

𝑐𝐻𝑤
 ,  (82) 

with t the flow duration, L and U the flow length and velocity, c=(gHw)1/2 the speed of shallow water 
waves, and Q the volume flux. The values of the numbers in experiments were fairly close to those in 

nature, except for the dimensionless flux q*. The experiments revealed tsunami waves in all cases and 

a clear partitioning between a fine ash cloud surge over the water surface and a dense basal flow that 
mixed with water and then formed a turbidity current. High material temperature led to the formation of 

a third flow component that propagated beneath the water surface and also to more powerful and laterally 

extended steam explosions. Dufek et al. (2007) investigated steam production by quantifying heat 

transfer when hot (100-700°C) pumices were dropped into water. They showed that ~10% of the thermal 
energy of the pumices caused steam production, whose rate varied inversely with the cube of the pumice 

diameter. Complementary modelling suggested that littoral blasts could be generated if particles were 

smaller than ~1-5 mm. Another possible scenario to explain the presence of welded ignimbrites in 
shallow submarine environment is the displacement of the shoreline by dense PDC. This issue was 

addressed by Legros and Druitt (2000) through experiments involving a fluid current flowing into a 
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slightly lighter or denser ambient fluid. They found that a steady current was able to push back the entire 

layer of ambient fluid over a distance  

R =
𝑄𝐻𝑤

𝛼𝐹𝑟√𝑔′𝐻𝑤
5
 ,    (83) 

with Q volume flow rate, Hw the sea depth,  the radial angle of entrance of the current into the ambient 

fluid, Fr the flow Froude number, and g’ the reduced gravity. Application to natural cases suggested 

shoreline displacements of a few kilometers for dense PDC of the order of 10 km3. 

 

3.6 Lava flows and domes 

 

Lava flows form where a dense mixture of silicate liquid, crystals and gas bubbles spread on the 

Earth's surface as hot, slow-moving gravity currents until cooling and complete solidification cause their 
arrest. Laboratory experiments have been extensively carried out to investigate the parameters that 

influence the flow behavior (Supplementary Table S4) and are now used to perform benchmarking 

exercises (Cordonnier et al. 2016, Dietterich et al. 2017). These experimental studies focused on four 
main objectives: (i) to determine the rheology of a lava flow, (ii) to interpret lava flow morphology and 

thermal signature in terms of eruption dynamics, (iii) to study the interactions of lava flows with their 

environment, and (iv) to understand the dynamics of lava domes formation.  
 

3.6.1 Lava rheology 

 

 The rheology of lava primarily depends on its composition, temperature, crystal and bubble 
contents, which are highly time-dependent as a result of cooling, crystallization and vesiculation during 

the flow propagation (Griffiths 2000). Several approximations have been tested experimentally to 

describe lava rheology by using Newtonian viscous fluids (Sakimoto and Gregg 2001) and non-
Newtonian viscous fluids with a Bingham (Hulme 1974), Herschel-Bulkley (Castruccio et al. 2010, 

2014) or thixotropic behavior (Bagdassarov and Pinkerton 2004). In a general form, the shear stress ( 

and strain rate (ε̇) of the flow are related by: 

     σ =  𝜎0 + 𝐾𝑣𝜀̇𝑛 ,    (84) 

where Kv is the consistency (i.e., a measure of the effective viscosity), 0 is the yield stress to overcome 

before flowing, and n is the flow index, which characterizes the degree of non-Newtonian behavior. For 

n > 1, the fluid rheology is shear-thickening, whereas for n < 1 the fluid rheology is shear-thinning. The 

law reduces to the Newtonian case when 0 = 0 and n = 1, and to the Bingham case when 0 > 0 and n 
= 1. 

 Hulme et al. (1974) presented the first laboratory experiments to study the behavior of a 

suspension of fine particles of kaolin in water released through an orifice at the top of an inclined plane 

(Fig. 25a). They observed the formation of levées whose characteristics (width and depth) were 
compared to the predictions made with a model for the flow of a Bingham fluid. The relatively good 

agreement between the predictions and the measurements led the authors to apply their model to 

terrestrial and lunar lava flows in order to retrieve their yield stresses and flow rates from their 
morphology. Sakimoto and Gregg (2001) cast some doubts on these results and proposed new laboratory 

experiments in which polyethylene glycol (PEG) wax was released into a tank filled with sucrose 

solution (Fig. 25b). Measurements of flow velocity were compared to the predictions from an analytic 
solution for isothermal Newtonian flow in a rectangular channel. The analytic solution agreed well with 

the laboratory measurements, leading the authors to apply their model to several submarine and subaerial 

terrestrial and extraterrestrial channeled lava flows in order to estimate the viscosity from the measured 

channel dimensions and assumed lava properties. 
 Castruccio et al. (2010) pointed out that a Herschel-Bulkley rheology may be more appropriate 

to describe the behavior of a crystal-bearing lava flow. They performed dam-break experiments by 

releasing a mixture of golden syrup and syrup crystals. Measurements of the flow front position with 

time were used to parameterize the values of Kv, n and 0 in equation 84 as a function of the crystal 

content. The results showed a non-Newtonian shear-thinning behavior for crystal concentrations larger 
than 30% with n values decreasing from 1 (Newtonian behavior) to 0.5 at a concentration of 60%. 

Experiments also revealed that the rheology of suspensions depended on the particle size distribution. 
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Applying the new parametrizations to lava flows at Etna volcano gave predicted velocities in good 

agreement with natural velocities. Castruccio et al. (2014) extended this work with further experiments 
involving Herschel-Bulkley fluids released through a nozzle at the top of an inclined tank (Fig. 25d). 

The scaling analysis was made using the Reynolds number (Re = 10-8 - 10-3) and a modified Grashof 

number (10-1 - 103), as well as a geometric aspect ratio (H/W = 0.05 - 0.3, where H and W are the flow 
thickness and width, respectively), and the Bingham number (B = 0 - 50) such as: 

      B =  
𝜎0𝐿

𝜂𝑈
 ,     (85) 

where U and L are the characteristic velocity and length scales, respectively, and  is a the fluid 

viscosity. Measurements of flow thickness and velocity were compared to predictions made with a 2D 

model for the flow of a Herschel-Bulkley fluid and found in good agreement. The model was then 
applied to the Etna lava flows to calculate the flow velocity and effusion rate from the final flow 

dimensions and rheology based on the crystal content and glass composition of samples. The predicted 

flow rate was remarkably close to the actual measurements.  

 The effect of bubbles concentration on lava rheology was investigated experimentally by 
Bagdassarov and Pinkerton (2004) who used a rotational van-viscometer to measure the viscosity of 

aerated golden syrup suspensions. The stress-strain curves determined experimentally revealed that 

bubbly suspensions were thixotropic, visco-elastic fluids with yield strengths (i.e., 0 > 0 and n < 1 in 

equation 84). The deformation of vesicles during the flow may therefore cause a decrease in apparent 
viscosity, resulting in acceleration and thinning of the flow. This phenomenon was expected to occur 

where the flow encountered a steep gradient, and its effect on the lava rheology was described by a 

bubble elongation parameter  that depended on the capillary number (Ca). 

 The difficulty of choosing analogue materials with the same rheology as lava flows has now 

been partially overcome by using actual lavas. Lev et al. (2012) presented large-scale laboratory 
experiments in which molten basalt at 1300°C was poured from a furnace on a sloping plane (Fig. 25c). 

The scaling analysis was made using the Reynolds (Re = 0.7), Peclet (Pe = 105), and Froude numbers 

(Fr = 10-2). Measurements of flow velocity and temperature were made and compared to theoretical 

predictions of various models with different rheologies. The results suggested that at high temperature 
a weakly shear-thinning or a Newtonian rheology best explained the data. 

  

 
Figure 25. Laboratory lava flows. (a) Water and kaolin (modified from Hulme, 1974), (b) polyethylene 

glycol (modified from Sakimoto and Gregg, 2001), (c) molten basalt (modified from Lev et al., 2012), 

(d) particle-laden golden sugar (modified from Castruccio et al., 2014). 
 

3.6.2 Lava flow dynamics 

 

 Laboratory experiments were designed to study the effect of a solidifying crust on the surface 
morphology and dynamics of lava flows. Fink and Griffiths (1990) injected polyethylene glycol wax 

(PEG) at the base of a tank containing cold sucrose water to reproduce the mechanism of heat loss in 
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lava flows. Their results showed that no solification occurred in the warmest experiments, whereas 

reducing the initial temperature difference between the flow and the ambient or the intrusion rate gave 
rise a variety of surface morphologies. The main controls on the flow behavior were identified as the 

Peclet number (Pe = 102 - 103) and the dimensionless timescale for solidification . Increasing 

progressively the  number led to the formation of either bulbous lobate forms similar to pillow lava 

(< 0.7), rigid plates with divergent rift structures ( < 2.5), folding plates with many small transverse 

structures (< 6), levees at the edges of the flow (< 16), or no solidification (> 16) (Fig. 26a). Fink 

and Griffiths (1992) extended this work by performing additional experiments with a point source and 
a rough surface at the base of the tank, and with a linear source and a smooth or rough tank base. The 

results showed no significant effect of the source geometry and roughness of the ground on the surface 

morphology of the flows, reinforcing the confidence in the robustness of the  criterion for the various 

morphologic transitions. Increasing the slope in these experiments led to decrease the transitional 

values by up to 50% (Gregg and Fink, 2000) but the conclusions remained unchanged. Stasiuk and 

Jaupart (1997) presented a new model to interpret the morphology of lava flows in terms of magma 
system conditions. They showed theoretically that the accumulation of lava above the vent tends to 

increase the pressure and to reduce the eruption rate, which in turn controls the evolution of the lava 

flow volume and thickness with time. The model was tested against a series of laboratory experiments 

in which glucose syrup, whose viscosity strongly varied with temperature, was injected into air. 
Comparison of the model predictions and measurements of flow shapes revealed a good agreement (Fig. 

26b) suggesting that the model captured the controls of the physical conditions in the chamber on the 

dynamics of lava flows. Stasiuk et al. (1993) used a similar apparatus to inject glucose syrup at the base 
of a tank containing a cold aqueous solution in order to investigate the influence of cooling on the lava 

bulk viscosity. The results showed that the bulk viscosity primarily depended on the Peclet number, on 

the formation of a skin at the lava surface by cooling, and to a lesser extent on the eruption viscosity. 
 The formation of a crust by cooling was early identified as a critical phenomenon in lava flows, 

and its influence on the flow dynamics was largely studied experimentally. Griffiths et al. (2003) 

performed dam-break experiments in which PEG was injected into a sloping tank containing cold salt 

water, and they observed three dynamical regimes depending on the source conditions. In the 'tube' 
regime, a rigid solid roof formed over the flow while the melt continued to flow through an encased tube 

beneath. In the 'mobile crust' regime, a solid surface crust developed only in the axis of the channel but 

remained mobile. In the transitional regime, the behavior was intermediate. The transition between the 
regimes was mainly controlled by the Rayleigh number (Ra = Gr × Pr) and the dimensionless timescale 

for solifidication  identified by Fink and Griffiths (1990) (Fig. 26c). Combining these two parameters 

gave a single criterion  separating the tube ( < 25) and mobile crust regimes ( > 25). Blake and 
Bruno (2000) used a similar experimental set-up to study the transition from a uniform lava flow to a 

compound lava flow where a succession of breakouts occurs at the flow front. The results showed that 

this morphological transition corresponded to a dynamical transition between a viscous flow regime and 

a surface crust controlled flow regime. Lyman et al. (2005) performed similar experiments with PEG or 
PEG-kaolin slurries and identified that four dynamical regimes can arise in spreading lava flows. In 

solidifying flows with no internal yield strength, the flow moved initially at a constant velocity in a 

slumping regime, and then decelerated in a viscous regime before entering a final regime where the yield 
strength of the growing crust stopped the flow. They also showed that solidifying flows with internal 

yield strength can be stopped by either the internal yield strength or the growing surface crust. Lyman 

and Kerr (2006) extended this work to investigate the effect of slope and identified four dynamical 
regimes for solidifying flows with no internal yield strength: an inertial slumping regime, a horizontal 

viscous regime, a sloping viscous regime, and a crust yield strength regime that finally stopped the flow. 

Flows with internal yield strength may also follow a sloping viscous regime, which arose immediately 

or followed the slumping regime. Box models predicted the runout distance reached by the flow in these 
different regimes. 

 The formation of channelized lava flows by cooling and its impact on the flow dynamics were 

also investigated experimentally. Kerr et al. (2006) extended the experiments of Griffiths et al. (2003) 
to a larger range of Peclet number (Pe =  104 - 105) and Reynolds number (Re = 10-1 - 1) in order to 

generate relatively wide flows. The experiments reproduced the tube, mobile crust and transitional 

regimes identified by Griffiths et al. (2003) with a critical parameter = 20 separating the tube and 
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mobile crust regimes. In this new set of experiments, the flows spread rapidly down the slope but slowly 

across it, allowing the strength of the growing crust to stop the lateral motion and to form a channelized 
lava flow. Channel widths were observed to increase for smaller slopes and for larger flow rates, a result 

consistent with their scaling analysis. Cashman et al. (2006) also extended the experiments of Griffiths 

et al. (2003) to study the effect of channel irregularities (i.e., expanding, contracting, or meandering 
channels, and channel with bottom irregularities) on crust formation and disruption. Local changes in 

channel width, sinuosity, and topography forced the flow to decelerate or accelerate, promoting locally 

either the tube or mobile crust regime. Overall, the transition between the two regimes was found to be 

well captured by the criterion = 25 determined by Griffiths et al. (2003) for straight, uniform channels. 

 Most of laboratory studies on lava flows were designed to interpret the experimental results on 
flow morphology in terms of eruptive parameters for the natural case (such as eruption rate, yield 

strength…). Garel et al. (2012) reproduced axisymmetric isoviscous gravity currents with hot silicone 

oil in order to find a link between eruption rates and surface thermal signals. They showed that the 

surface thermal signature of the flow became steady after an initial transient stage. Their new theoretical 
model was found to capture the experimental results and suggested that the order of magnitude of the 

effusion rate can be retrieved from radiated power of the lava flow. An additional set of experiments 

was designed to quantify the impact of wind on lava flow cooling and on the resulting link between 
surface thermal signal and effusion rate (Garel et al., 2013). The cooling induced by wind was found to 

reduce the thermal power radiated by lava flows for a given effusion rate. Garel et al. (2014) further 

investigated the feedback of cooling on the flow dynamics with a new set of laboratory experiments 
using PEG (Fig. 26d). The experiments revealed a large variety of flow morphologies for a given supply 

rate, but the supply rate of the PEG could still be retrieved from the surface thermal signature radiated 

from the hottest part of the flow, as in Garel et al. (2012). The authors pointed out, however, that the 

uncertainty in this estimation was always large (about 50%) because of the complexities associated with 
the solidifying lava flows. Garel et al. (2016) performed additional laboratory experiments and 

concluded that a thermal proxy could only yield a minimum and time-averaged estimate of the effusion 

rate. 
  

 
Figure 26. Dynamics of experimental lava flows. (a) Type of PEG flows as a function of the Peclet 

number and solidification time (modified from Fink and Griffiths, 1990). (b) Dimensionless flow shape 
from syrup experiments (symbols) compared to theories (lines) (modified from Stasiuk and Jaupart, 

1997). (c) Type of PEG flows as a function of  and the Rayleigh number (modified from Griffiths et 

al., 2003).  (d) Visible and thermal images during a PEG experiment (modified from Garel et al., 2014). 

 

3.6.3 Structures in lava flows 
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 Internal strain within lava flows arises due to a combination of forces that may result in folds 
and fractures. Laboratory experiments were designed to interpret strain measurements in terms of 

emplacement mechanisms. Canon-Tapia and Pinkerton (2000) did measurements of the anisotropy of 

magnetic susceptibility (AMS) on lava samples that were melted and subjected to several strain rates 
and cooling histories. The results showed that the degree of anisotropy was closely related to their 

internal deformation, but also that the timing of shearing relative to solidification was important since 

only the last phase of deformation was detectable using AMS. The authors concluded that flow 

directions can be inferred confidently using this technique. Merle (1998) proposed a series of 
experiments to carefully observe the deformation of a silicon slab (Fig. 27a). The scaling analysis was 

made using the ratio of the gravity and viscous forces, the Reynolds number Re = 10-11, and a geometric 

aspect ratio. Depending on the presence of a basal slope, the viscous flow produced either convex or 
complex (i.e., changing with time from convex through sigmoidal to concave) stretch trajectories. Strain 

components were measured in the experiments and provided an explanation for the formation of fold 

during motion. Lescinsky and Merle (2005) extended this work by adding a crust made of sand and 
plaster in their experiments to characterize the effect of surface crust rheology on the internal strain of 

lava flows (Fig. 27b). The scaling analysis was made using eight dimensionless numbers including the 

Reynolds number (Re = 10-8). The results suggested that changes in effusion rate had a major control on 

pure shear: whereas constant effusion rates produced simple shear, increasing or decreasing effusion 
rates caused compression or extension due to flow thickening or thinning, respectively. Experiments 

with a brittle crust were also found to reproduce fracture patterns similar to those of natural lava flows. 

Applegarth et al. (2010) built on these experiments and scaling analysis to investigate the effect of 
crustal thickness and basal slope on the propagation of channelized flows. The experiments exhibited 

two main behaviors depending on the ratio of the crustal thickness to total flow thickness (1). As 1 

increased, the influence of crustal strength with respect to viscous resisting force increased, leading to 

more deformation. At low 1, ductile structures were present (i.e., folds), whereas at intermediate and 

high 1, brittle structure appeared (i.e., crustal fracturing and avalanching). The influence of shear rate 

and crystallinity on the deformation regimes was investigated experimentally by Soule and Cashman 

(2005) who used a coaxial Couette rheometer. The results showed that high-concentration particle 

suspensions can reduce the flow velocity, localize shear stress, and promote break-up. The authors 
suggested that the transition from pa-hoe-hoe to aa lava flows may be controlled by a combination of 

shear rate and crystallinity dependence. 

 Fractures in lava flows commonly lead to the production of polygonal columnar joints. 
Desiccation experiments largely helped in understanding the mechanisms responsible for the formation 

of these intriguing features. Müller (1998a,b) desiccated starch-water mixtures and showed that 

columnar joints are essentially formed by contraction of lava flow during solidification (Fig. 27c). In 

the experiments, water was removed by diffusive processes producing tensile-crack patterns similar to 
those of natural flows. The results showed that the form of the columnar joints was mainly hexagonal 

(50% of the experiments), pentagonal (30%) or heptagonal (15%). Toramaru and Matsumoto (2004) 

performed more desiccation experiments to understand the effect of cooling rate on the morphology of 
the columnar joints. The dominant polygon shape was found to be pentagonal for high cooling rates, 

and hexagonal for low cooling rates. The authors proposed a simple model to link the average area of 

columns and the cooling rate for natural columnar joints. The effects of compressional and tensional 

forces on the formation of columnar joints were investigated experimentally by Lodge and Lescinsky 
(2009). Compressional experiments resulted in the formation of fractures with larger length parallel to 

the direction of deformation. Tensional experiments produced zones of horizontal columns that were 

similar to lava-ice contacts. The fracture patterns in their experiments can be used as an indicator for 
emplacement conditions of lava flows. 
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Figure 27. Structures in experimental lava flows. (a) Cross sections showing the deformation of 

horizontal and vertical markers (modified from Merle, 1998), (b) Side view of a flow of silicone with a 

plaster surface crust showing the deformation of strain grids (modified from Lescinsky and Merle, 

2005), (c) Side view of starch columns (modified from Müller 1998a). 
 

3.6.4 Lava interaction with environment 

 
 Lava flow commonly interact with natural (i.e., ice, seawater) and artificial (i.e., roads, houses) 

objects during their propagation. Dietterich et al. (2015) conducted laboratory experiments with syrup 

or molten basalt to study the interaction of lava flows with V-shaped and oblique obstacles with varying 

internal angles and orientations (Fig. 28a). The results suggested that tall orthogonal barriers or long V-
shaped barriers with small internal angles could be used to slow down a lava flow. Highly oblique 

barriers were found to be the most efficient method to reroute a lava flow that will, in turn, accelerate. 

Kerr (2009) showed experimentally and theoretically that thermal erosion of the ground can occur where 
basaltic lava flows propagate. The experiments consisted in injecting a hot sucrose solution on top of a 

layer of solidifying wax. The flow of the sucrose solution caused thermal erosion of the underlying wax, 

which released in turn buoyant plumes of melted wax within the flow (Fig. 28c). A steady thermal 
erosion velocity was then reached, driven by the convective heat transfer from the lava to the ground 

and by natural compositional convection as the melted ground rose into the flow. This erosion velocity 

was limited near the source by the buoyant instability of the melted ground and by the freezing 

temperature of the flow at larger distances from the source. Similar results were obtained by Huppert et 
al. (1984) who studied the emplacement mechanisms of komatiite lavas. They used aqueous solutions 

cooled from above to reproduce the spinifex texture of komatiite by crystallization. Their results showed 

that komatiites probably behaved as turbulent flows and melted and assimilated underlying ground to 
form deep thermal erosion channels. 

 The interaction of lava flows with water (i.e., seawater or ice/snow) was investigated 

experimentally by Griffiths and Fink (1992), Gregg and Fink (1995), and Edwards et al. (2013). Griffiths 
and Fink (1992) used the same experimental device as Fink and Griffiths (1990) to produce various 

morphologies on the surface of wax extruded beneath cold water. The parameter  introduced by Fink 

and Griffiths (1990) was then used to interpret the observed morphologies of submarine lava flows in 

terms of eruptive dynamics. The results showed that submarine lava flows mostly likely formed into 

pillow, whereas other morphologies could be attained if the eruption rate was increased or the viscosity 
was decreased. Gregg and Fink (1995) performed additional experiments to investigate the effect of a 

slope and found that increasing the latter parameter led to a progression of the flow type from pillows 

to lobate flows. The authors pointed out the difficulty of inferring eruptive parameters (i.e., effusion rate 

and emplacement times) from the morphology of submarine lava flows, which would require to know 
the total volume, viscosity, eruption temperature, and underlying slope. Edwards et al. (2013) 

investigated ice/snow-water interactions by pouring molten basalt on top of layers of ice using the same 

experimental device as Lev et al. (2012). The results showed that the lava was able to propagate on ice 
until the ice substrate melted and the lava sank into it (Fig. 28b). Close observations revealed that gas 

cavities in lava flows may arise as a result of the introduction of external water. The bubble production 
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was found to be more vigorous when the lava flowed directly on ice compared to experiments where a 

thin layer of sand was present above the ice. 
 

 
Figure 28. Interaction of lava flows with environment. (a) Post-emplacement photograph of molten 
basalt that encountered a V-shaped barrier (modified from Dietterich et al., 2015). (b) Laboratory molten 

basalt flowing over snow (modified from Edwards et al., 2013). (c) Thermal erosion experiment 

(modified from Kerr, 2009). White arrows indicate the main flow directions in all panels. 

 
3.6.5 Lava domes 

 

 Experimental studies on lava domes mostly focused on the effects of lava rheology on the 
morphology of the resulting dome. Griffiths and Fink (1993) performed laboratory experiments in which 

PEG wax was injected at the base of a tank containing cold water. The formation of a thin crust by 

solidification due to cooling was found to be of primary importance on the flow dynamics. The 

dimensionless parameter identified by Fink and Griffiths (1990) for lava flows captured well the 

morphological transitions of the resulting lava domes. For  > 80, a classical viscous-buoyancy balance 

controlled the flow dynamics. For lower values, the flow became dominated by the yield strength of 

the thin crust, which balanced the driving buoyancy force. At small effusion rates (<3), the dynamical 

balance became controlled by overpressure and tensile strength in the crust. Scaling analyses suggested 

that the rheology of the crust became dominant when the ratio of crust thickness to flow length was 

greater than the ratio of the crust's yield stress to the basal shear stress exerted on the flow. Comparison 
of the new scaling laws with the laboratory experiments and data for the Mount St-Helens and Soufriere 

lava domes revealed a fairly good agreement. Griffiths and Fink (1997) performed additional 

experiments with Bingham fluids in order to study the effect of a yield strength on their previous results. 
For this, they injected slurries of PEG and kaolin beneath cold water. The experiments revealed four 

dynamical regimes that were not observed in their previous study: axisymmetric, lobate, platy, and 

spiny. An equivalent B number was found to capture well the transition between the flow regimes (Fig. 

29a). However, the important difference of behaviors observed between the experiments with a Bingham 

or a Newtonian fluid clearly showed that the presence of a yield strength had a major impact on the flow 
dynamics. Balmforth et al. (2000) further investigated this effect by using water-kaolin slurries with a 

Herschel-Bulkley rheology. The experiments were scaled using the Reynolds (Re = 1) and Bingham 

numbers (B = 100). Laboratory measurements of dome height and radius were found to be in good 
agreement with their theory, confirming the importance of yield strength on the dynamics of lava domes. 

 The evolution of internal strain in lava domes was investigated experimentally in order to 

interpret observations of natural domes. Buisson and Merle (2002) produced laboratory lava domes by 

injecting silicone putty from a point source on a horizontal plane (Fig. 29b). Measurements of particle 
trajectories and velocity gradients showed that the overall geometry of the dome was controlled by a 

balance between the injection rate and gravity leading to a zonation of the dome in which flow direction 
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and strain rates differed. Zavada et al. (2009) performed similar experiments by injecting from a point 

source slurries of plaster and water on top of a layer of sand (Fig. 29c). Dilute mixtures of slurry were 
found to behave similarly to the previous laboratory domes (Buisson and Merle, 2002). However, 

concentrated mixtures with higher viscosity resulted in more complex dome evolutions similar to those 

of natural lava domes. 
 The morphologies of lava domes reproduced in the laboratory have been used to infer some 

important eruptive parameters from real time observations of actual lava domes. Huppert et al. (1982b) 

injected silicone oil from a point source on a horizontal plane and compared the measurements of dome 

height and radius as a function of time to their theoretical predictions of dome growth. The model was 
found to capture the experiments, and was then applied to estimate the effective viscosity of natural 

domes, which mainly controlled the dome geometry. Fink and Griffiths (1998) used their experimental 

results (Griffiths and Fink, 1997) to determine the B number of several historical, prehistorical and 

extraterrestrial lava domes from their morphologies, and to estimate the yield strengths and eruption 

rates. Lyman et al. (2004) extended this work to include the effects of topography and they found that 

each morphology formed at lower values of B number than it would on a horizontal surface (Griffiths 
and Fink, 1997), except for slopes larger than 40°, above which the transitions between morphologies 

became independent of the slope angle.  

 

 
Figure 29. Laboratory lava domes. (a) Flow regimes for different values of B number (modified from 

Griffiths and Fink, 1997). (b) Deformation in an analogue lava dome of silicone putty (modified from 
Buisson and Merle, 2002). (c) Deformation in an analogue lava dome of a slurry of plaster and water 

(modified from Zavada et al., 2009). 

 
 

3.7 Studies on other volcanic phenomena 

 

3.7.1 Debris avalanches 
 

 The physics of debris avalanches, as well as that of other rock avalanches, is poorly understood. 

A well-known property of debris avalanches, however, is their high mobility characterized by runout 
distances up to several orders of magnitude longer than their drop height, which suggests low energy 

dissipation during emplacement. Flow mobility similar to that in nature cannot be reproduced in 

experiments involving dry granular materials, suggesting that (i) debris avalanches are granular mixtures 
but a scaling issue is unresolved yet and/or that (ii) phenomena such as basal melting and/or pore fluid 

pressure reduce friction. This is why steep inclines are used in experiments on debris avalanches in order 

to confer high flow inertia and generate elongated deposits. Experimental studies have evidenced two 

emplacement mechanisms. 
The first mechanism is basal sliding and spreading of the granular mass with moderate internal 

motion. In experiments of Dufresne (2012) with various granular materials, sliding and associated 

stresses at the avalanche base could cause substrate entrainment, and the amount of erosion increased as 
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the frictional resistance and the roughness of the substrate decreased or increased, respectively. Tests on 

natural rock samples have shown that strain localization and associated heating could cause frictional 
melting, which decreased significantly the shear stress (Lavallée et al. 2012). Surface structures also 

provide insights into the emplacement mechanisms from flow initiation to deposition. Shea and van 

Wyk de Vries (2008) released cohesive granular materials on a curved smooth ramp and scaled their 
experiments considering the following dimensionless runout, strength, and initial energy  

𝐿

𝑉1/3 ,  
𝜏0

𝜌𝑔𝑉1/3 ,  
𝐻

𝑉1/3 ,   (86) 

with L and V the avalanche runout and volume, 0 the material cohesion, and H the fall height. They 

observed different types of surface structures (Fig. 30a). Hummocks formed as a consequence of 

different cohesions of the initial layers in the granular pile released, and they resulted from spreading 
and were delimited by normal faults (see also Paguican et al. 2012). Shear structures appeared at 

different times of emplacement. Normal faults formed preferentially at early stages as the material 

spread, thrust faults rather formed at late stages when the material accumulated on lower slopes, and 

strike-slip faults were caused by differential motion essentially at flow margins (see also Dufresne and 
Davies 2009). Similar structures in natural debris avalanche deposits support the model of a sliding 

brittle plug-like flow. 

 Longitudinal ridges oriented (sub-)parallel to the flow direction, aligned radially from the source 
and forming topographic highs are also found in some debris avalanche deposits. They suggest 

emplacement through a granular flow mechanism with significant internal motion, as demonstrated by 

some experimental studies (cf. Dufresne and Davis 2009). Valderrama et al. (2018) found that 
longitudinal ridges may result from the mechanism of granular fingering discovered by granular 

physicists (Fig. 30b). Their experimental flows of bidisperse mixtures revealed that particle size 

segregation caused front instabilities that generated series of adjacent internal secondary flows with 

coarse-rich static borders. These borders merged to finally form longitudinal ridges in the deposits once 
the material between the borders drained. Notice that the morphology of these secondary flows is similar 

to that of flows generated from a point source and forming levées-channel deposits (see Fig. 21c). 

 

 
Figure 30. Surface structures of experimental debris avalanche deposits. (a) Hummocks and faults (Shea 

and van Wyk de Vries 2008). (b) Granular fingers (Valderrama et al. 2018). 

 
3.7.2 Phreatomagmatic and hydrothermal eruptions 

 

External water may contribute to trigger explosive eruptions when it is heated and transformed 
into vapor that expands rapidly. Direct interaction between water and a hot magma during 

phreatomagmatic eruptions causes fragmentation of the melt and disruption of the host rock, which 

generates maar-diatreme structures when explosions occur at relatively shallow levels. Fundamental 

aspects of thermal explosions involving mixing of water and magma as well as generation of steam, 
known as Molten Fuel Coolant Interaction, were investigated in small-scale experiments reproducing 

key natural conditions (Wohletz 1983). The tests consist of injecting water in a crucible filled with a 

remelted volcanic rock or a synthetic melt whose composition is generally close to that of basaltic 
magmas (Fig. 31a). Fragmentation is caused by brittle failure at high cooling rate and it generates 
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angular to subrounded fine particles of typical size of ~20-200 µm, which decreases as explosivity 

increases, and that are ejected at velocities of ~200-400 m/s (Wohletz 1983, Zimanowski et al. 1991, 
1997). Zimanowski et al. (1991) found that only a fraction of the melt reacted explosively with water 

and that a maximum amount of water was vaporized at water/melt ratios of 1/6 to 1/25. In similar 

experiments but at subliquidus temperatures, Trigila et al. (1997) observed that magma vesicularity 
favored explosivity. Notice that recent experiments revealed that the intensity of magma-water 

interaction may be length-scale dependent (Sonder et al. 2018). 

 The formation of maar-diatreme structures (and kimberlite pipes) was investigated through 

different methods. Underground explosion experiments involving charges buried at depth of the order 
of ~1 m in holes filled with granular materials were carried out to investigate the excavation processes 

and the crater morphology. The results of these studies were generally discussed in terms of the 

normalized explosion depth 

𝑑𝑒
∗ = 𝑑𝑒 𝐸1/3⁄ ,     (87) 

expressed in m/J1/3, with de the depth of the explosive charge and E the energy of the explosion. For a 

given explosion energy the optimal depth was defined as that resulting in the maximum crater diameter. 

With granular materials, a negligible amount of energy was consumed to fragment the host medium, 
unless it had some significant strength (Macorps et al. 2016), in contrast to natural cases that involve 

coherent rocks. Experiments showed that explosions generated jets whose height was set by the 

normalized depth and which also controlled the distribution of ejecta from shallow levels outside 

(Graettinger et al. 2014). Structural analysis of the craters morphology and subsurface structures 
revealed that the deposits consisted of materials from different depths (Fig. 31b; Ross et al. 2013, 

Graettinger et al. 2014, Valentine et al. 2012, 2015). Goto et al. (2001) observed that the crater diameter 

(D) increased with explosion energy according to 

𝑙𝑜𝑔𝐷 = 0.32 𝑙𝑜𝑔𝐸 − 2.06,   (88) 

and Sato and Taniguchi (1997) found that the relationship between the diameter and the volume of ejecta 

(V) was 

𝐷 = 0.97 𝑉0.36    (89) 
and that 0.7-10% of the initial thermal energy was converted into kinetic energy. Strong host materials 

favored higher crater rims as well as larger and deeper craters with steep walls (Macorps et al. 2016). 

Multiple explosions, typical of phreatomagmatic eruptions, created craters of about the same size as that 
of individual events of similar energy but that were narrower and deeper (Valentine et al. 2012). They 

caused progressive mixing of the crater-filling material (Graettinger et al. 2014) and weakened the host 

medium, suggesting that material strength was important only at early stages (Macorps et al. 2016). 
Explosions were also simulated by injecting compressed air or air-particle mixtures from a point source 

into a granular material. In a cohesionless host medium the injected material had the shape of a bubble 

that expanded upwards and created a cavity topped by a surface dome, and deposits in the depression 

were conical and flared upward (Ross et al. 2008a, 2008b, Andrews et al. 2014). Experiments with 
cohesive material, however, revealed that the strength of the host medium controlled the excavation 

processes and structures (Galland et al. 2014, Fig. 31c) and they also allowed investigating the grain 

size distribution of the fragments (Haug et al. 2013). Considering the following dimensionless numbers 
𝑃

𝜌𝑔ℎ
 ,   

𝑃

𝐶
 ,    (90) 

with P the gas overpressure, gh the lithostatic pressure, and C the material cohesion, Galland et al. 

(2014) showed that at high values (i.e. high energy in the system) vertical vents formed and deformation 

occurred through plastic yielding, whereas at low values (i.e. low energy) vents were inclined and 

formed through fracturing. Other experiments consisting of air injected at low rates, simulating 
fluidization processes at final stages in kimberlite pipes, revealed internal zones of mixed material and 

efficient grain size sorting relevant to some natural cases (Walters et al. 2006, Gernon et al. 2008). 
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Figure 31. Experimental studies on phreatomagmatism. (a) Steam explosions by entrapment of water 

in a melt, from Zimanowski et al. (1991). (b) Analogue maar-diatreme caused by explosion of a charge 

in a cohesionless granular material, Graettinger et al. (2014). (c) Excavation caused by a pressurized air 

jet in a cohesive granular material, Galland et al. (2014). 
 

 Phreatic and hydrothermal events leading to fragmentation of water-saturated host rocks or to 

geyser eruptions were the focus of some recent studies. In rapid decompression shock-tube experiments 
(cf. section 3.3.2), Mayer et al. (2015) and Montanaro et al. (2016) showed that steam flashing released 

energy one order of magnitude higher than that from gas expansion and caused faster fragmentation of 

natural rock samples, finer grain sizes and higher ejection velocity, the latter increasing with porosity 
owing to higher potential energy. Geysers are common in volcanic settings and show a diversity of 

poorly understood eruptive styles, which were investigated using devices accounting for the possible 

complex natural configurations (Fig. 32). The setups consisted of a reservoir of cold water heated until 

it was vaporized, representing the deep hydrothermal system. The reservoir was connected to a conduit, 
and in some cases to more superficial reservoirs. In a simple configuration involving a straight vertical 

conduit, eruptions were often periodic and the expelled mass correlated with the repose time whereas 

the cumulative mass erupted increased linearly with time (Toramaru and Maeda 2013). Continuous 
discharge, however, was also observed depending on the balance between heat loss at conduit margins 

and heat supplied from hot reservoirs, and its rate was controlled by the length and radius of the conduit 

(Namiki et al. 2016). The process was complicated by the presence of shallow reservoirs that supplied 
cold water into the conduit, which inhibited boiling and hence controlled eruptions periodicity (Namiki 

et al. 2016). Experiments involving a complex conduit geometry revealed that a bubble trap favored 

vapor accumulation, heat transfer and hence boiling at shallow levels (Adelstein et al. 2014). 
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Figure 32. Experimental devices used to investigate geyser eruptions. (a) Conduit with connected 

reservoirs, Namiki et al. (2016). (c) Curved conduit with bubble trap, Adelstein et al. (2014). 

 
3.7.3 Associated atmospheric phenomena 

 

 Electrical charging is known to occur during explosive eruptions and may cause spectacular 

events such as lightning. Its causes have been investigated in different experimental configurations in 
order to provide insights into eruptions mechanisms and to develop tools for monitoring. Büttner et al. 

(1997, 2000) compared the results of experiments simulating explosions caused by the MFCI process 

(see section 3.7.2.) or by release of a pressurized gas in a melt, which both involved a detector of charges 
and of electric field gradient. They concluded that fragmentation by magma/water interactions was the 

most efficient to generate electrical charging, and that the amplitude of the electric signals increased 

with the surface area of the fragments and hence with the intensity of the explosions. Other studies 
showed that charging could occur as well in conduits and in eruptive jets. James et al. (1998, 2000) 

investigated fracturing of pumices through collisions and they measured electrical charging, which 

increased with the impact velocity but varied little with ambient humidity. Rapid decompression 

experiments on volcanic jets (see section 3.3.1) involving natural or synthetic gas-particle mixtures 
revealed that relative movement of charged particles generated electric potential and lightning whose 

intensity increased with the amount of fine particles (Cimarelli et al. 2014, Fig. 33). They also helped 

estimating the total charge of the jet as well as the magnitude and number of jet-to-ground discharges 
(Gaudin and Cimarelli 2019). Other experiments showed that high-current electrical impulse altered the 

grain size distribution of fine ash samples, through melting, vesiculation and fragmentation of the 

particles, and also caused textures recognized in some natural fall deposits (Genareau et al. 2019).  

 Other atmospheric phenomena include airwaves generated in various contexts. Harmonic 
signals related to shallow conduit processes were studied by Lyons et al. (2013) and Ichihara et al. 

(2013). In their device a flow of compressed air controlled by an oscillating valve was injected into a 

viscoelastic analogue fluid through which harmonic signals similar to those recorded at some volcanoes 
were created. The signals were transmitted into the atmosphere and recorded by sensors, provided the 

fluid viscosity was sufficiently high and a stable open conduit could form, and they could be compared 

with natural data. In nature, airwaves are also generated by shallow underwater volcanic explosions. 
These were investigated by Ichihara et al. (2009) who conducted large-scale experiments in a lake or a 

natural pool, using explosive charges at depth of a few meters. The results revealed that the airwaves 

had characteristics controlled by the scaled depth (see equation 87) and their transmission from water to 

air depended on both the explosion source and on the behavior of the water above. 
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Figure 33. Experiments on atmospheric phenomena of volcanic origin. (a) Gas-particle jet with flashes 

(left) and associated electric potential recorded by antennas (right), modified from Cimarelli et al. 

(2014). (b) Experiment on gas flow in a stable open conduit in a fluid of high viscosity and generating 
airwaves, modified from Lyons et al. (2013). 

 

 

4. Summary and perspectives 

 

This review shows that the experimental work devoted to the study of volcanic processes is 
becoming more and more sophisticated due to growing expertise and knowledge of the experimental 

procedures, materials, and measurement techniques. It appears that the choice of the materials (natural 

or analogue) may be based on technical constraints, but it is often part of a conceptual approach. 

Experimentalists use analogue materials mainly to broaden the range of parameter values and to explore 
physical regimes in more detail. Another important point is that there is a disparity in the quantitative 

treatment of the results according to the degree of knowledge of the physics of the natural system 

considered. In general, physical regimes can be accurately mapped using dimensionless numbers in 
works involving fluids (or highly dilute two-phase systems) or continuous solids whose fundamental 

laws are well known. Most of the studies presented above on magmatic chambers, magma intrusions, 

lava flows or domes, eruptive jets or plumes, and dilute PDCs illustrates this point well. In contrast, the 

physical regimes of systems in which particles have a crucial effect and whose basic principles are still 
poorly understood, such as granular flows (i.e. with negligible pore fluid pressure) or hyper-concentrated 

fluid-particle flows, are less well characterized. In this context, there is considerable scope for progress 

in understanding the mechanisms of dense PDCs and debris avalanches, and this will depend in 
particular on the continuous progress made by the granular physics community. This review highlights 

also the growing number of large-scale experiments, as illustrated by several studies on conduit flows, 

plumes, PDCs, lava flows, and phreatomagmatic eruptions. There are two main reasons for using the 
large scale: greater ease of direct observation and sensor measurements, and higher Reynolds numbers 

to reach dynamic similarity with the natural phenomena. 

This review emphasizes criteria for evaluating the dynamic similarity between the natural and 

laboratory cases, which can be used to design an experiment. It is crucial, however, to consider some 
important experimental restrictions for all types of volcanic processes, including in particular initial and 

boundary conditions. For instance, many laboratory experiments on the dynamics of magma chambers 

impose initial static conditions that may influence processes in subsequent dynamic conditions; dam-
break experiments are also commonly used to simulate PDCs and debris avalanches, but such a set-up 

does not strictly reproduce the onset of the natural phenomenon. Below is a non-exhaustive list of 

examples where methodological and/or conceptual bias can significantly affect the quality of studies. In 

experiments on magmas, the increase in viscosity as volatiles exsolve and the temperature-dependent 
rheology are rarely taken into account. For intrusions, it is necessary to find more appropriate materials 

with lower fracture strength and less ductile behavior at crack tip and also capable of simulating 

continuous mechanical heterogeneities; more experiments with continuous fluid injection are needed to 
study the kinematics and shape of intrusions in three dimensions. Scaling issues are rarely taken into 

account in experiments on vesiculation and magma fragmentation. However, the size and shape of 

particles can depend on the length scale of the apparatus (Kueppers et al., 2006b), which can be critical 
when comparing analog pyroclasts to natural samples. Various uncertainties remain regarding the study 

of turbulent biphasic mixtures. In general, the Reynolds number independence principle is used to treat 

turbulent flows but this assumption may not be always valid. This question may be crucial when 
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considering the possible dependence of fluid-particle interactions with the degree of turbulence (e.g., 

Weit et al., 2019). More specifically, the absence of particles in experiments simulating turbulent flows 
can be problematic as particles are known to affect the formation of eddies (Jessop and Jellinek 2014) 

while particle-particle interactions, which increase in areas with high particle concentrations, can control 

the dynamics of the mixture. Boundary conditions also play a critical role in designing laboratory 
experiments. Geometrical effects of a sloping boundary at the edge of an analog magma chamber can 

considerably affect compositional convection, tending to either homogenize or maintain a stable 

stratification in the experimental chamber (Turner and Campbell, 1986). For plume studies, the lateral 

propagation of the analog umbrella cloud may be inhibited by boundaries, which promote the formation 
of a return flow that can modify the cloud dynamics (Kotsonivos, 2000). Experiments should be 

conducted in large water reservoirs or in the ambient atmosphere to avoid this problem, but this strategy 

is challenging as it requires to adapt the measurement techniques. Studies on PDCs may also have 
significant limitations. Experiments on dilute PDCs should be performed with ambient air to ensure 

proper scaling and reliable study of air entrainment and heating as well as unsteady sedimentation 

(Andrews and Manga 2011, 2012). The study of dense granular flows in channel configuration should 
be considered with caution because lateral boundaries can have serious influence on flow dynamics (see 

Brodu et al. 2015); this is important in the context of unconfined flows such as most high volume PDCs 

and debris avalanches. In addition, the temporal dynamics of these flows are often difficult to reproduce 

in experiments under controlled conditions, making it important of complementing the experiments with 
numerical simulations. 

Modeling is an ideal complement to laboratory experiments in many circumstances as it helps 

to interpret the experimental results and explore broader physical regimes under steady or unsteady 
conditions. In turn, results of experiments of phenomena not yet recognized define a conceptual 

framework that assists in the development of models, as shown for instance by the works on the 

dynamics of fire-fountain and strombolian eruptions triggered by foam destabilization at the top of a 

magma chamber (Jaupart and Vergniolle 1989). They also serve to validate and/or constrain the 
fundamental assumptions made for model development, and they can be used for benchmarking 

exercises. Examples include studies on magma chambers (Huppert and Sparks 1988a, Koyaguci et al. 

1993), bubble number density and bubble growth in magmas (Toramaru 1996, 2006, Lensky et al. 2004), 
foam instability (Thomas et al. 1993), propagation of intrusions (Takada 1990, McLeod and Tait 1999), 

eruptive jets and plumes (Sparks et al. 1991, Mier-Toreccilla et al. 2012), lava flows and domes (Huppert 

et al. 1982b, Cordonnier et al. 2016, Dietterich et al. 2017), lava dome growth (Balmforth et al. (2000), 
and dense PDCs with pore pressure (Gueugneau et al. 2017). Experimental results also help to constrain 

specific physical parameters. For example, Carazzo et al (2014) and Aubry et al (2017) used laboratory 

experiments on turbulent jets in a windy atmosphere to empirically constrain the wind entrainment 

coefficient in 1D models of volcanic plumes, while Aubry et al (2017) tested four entrainment models 
and concluded with a better recommendation by comparing their 1D model to laboratory data. 

Many fundamental questions about eruptive processes remain (see National Academies 2017 

for review). We present below some ideas for future experimental works that may have a strong 
potential: 

(1) Although it is increasingly well accepted that the structure of most magmatic chambers is a mush 

relatively shortly before an eruption, the processes of destabilizing the mush and mobilizing the 
interstitial liquid remain poorly understood and studies on magmatic mush are rare yet (see section 

3.1.2). The experimental approach may provide a better understanding of the mechanisms that cause the 

separation of the liquid (magma) and solid (crystals) phases, which can lead to the activation of the 

magmatic system.  
(2) The fragmentation of magma (ductile or fragile) and the emplacement of PDC (dilute turbulent or 

granular concentrated flow) are examples of volcanic phenomena in which end-member mechanisms 

define a range of eruptive conditions. Further experimental studies should clarify the limits of the 
physical regimes and consequently should help to identify at which spatial and temporal scales the 

mechanisms can operate during an eruption.  

(3) Many aspects of the physics of gas-particle flows, which are ubiquitous in explosive volcanic 

eruptions at various solid concentrations, remain poorly understood. These include (i) the coupling 
between the fluid and solid phases and its consequences for the particle concentration and structure of 

the mixtures (e.g., Breard et al. 2016, Weit et al. 2019), and (ii) the interaction between these flows and 
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their surrounding environment such as a solid substrate, a water body or the atmosphere (e.g., Jessop 

and Jellinek 2014). 
(4) Experimental work related to monitoring studies is likely to increase in the near future as it will help 

to better understand the relationship between observed signals and eruptive dynamics. Recent studies 

on the intensity of surface deformation caused by magma intrusions (Kavanagh et al. 2018), on flow-
induced oscillations of vent dynamics (Kanno and Ichihara 2018), and on the link between acoustic 

emissions and magma/rock fracturing (Vasseur et al. 2018, Clarke et al. 2019), between radio frequency 

emissions and expansion of an overpressured jet (Méndez Harper et al. 2018) or between large 

earthquakes and volcanic unrest (Namiki et al. 2018) are examples of this emerging theme. 
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Appendix – Dimensional analysis and dimensionless numbers  
 

This appendix presents the fundamental principles of dimensional analysis and the methods 

commonly used to derive dimensionless numbers. It is important to keep in mind that dimensional 
analysis implies a simplified view of a natural phenomenon, and that dimensionless numbers are relevant 

only if the same physics applies at both laboratory and natural scale and if they have some physical 

meaning. Physical parameters have fundamental units, which are fundamental entities independent of 

each other. The fundamental units for length (meter), mass (kilogram), and time (second) are used to 
quantify most phenomena and can be combined to give derived units (e.g. meter per second for velocity). 

Other units such as those of temperature, light or electric intensity are more rarely used. If physical 

parameters have n fundamental units, u, then their derived units are given by   

[𝑢𝑑] = [𝑢1]𝑎  [𝑢2]𝑏 … [𝑢𝑛]𝑚    (A1) 
where [x] reads dimension of x. For instance, considering the dimensions of length L, mass M and time 

T, the dimension of velocity is denoted [U]=L1M0T-1. Physical parameters are involved in equations that 

describe the phenomena and must be dimensionally homogeneous. A simple case is the equation of the 
motion of an object in free fall in which all the terms have the dimension of length, 

𝑥 = 𝑥0 + 𝑣𝑡 +
1

2
𝑔 𝑡2 ,    (A2) 

and assuming x0=0 it can be expressed as 

𝑓(𝑥, 𝑣𝑡, 𝑔𝑡2) = 0.     (A3) 

It is possible the make this equation dimensionless and to reduce the number of parameters by dividing 

each term of equation A2 by vt, which as the same dimension of x, so that 
𝑥

𝑣𝑡
= 1 +

1

2

𝑔𝑡

𝑣
 ,     (A4) 

which can be expressed as 

𝜑 (
𝑥

𝑣𝑡
,

𝑔𝑡

𝑣
) = 0.      (A5) 

This simple example illustrates the notion of dimensionless number, which is the base of dimensional 

analysis. Dimensionless numbers can be obtained using three methods, depending on the degree of 

knowledge on the physics of the system addressed, which are presented below. 
The first method is the so-called matrix of dimensions, which is used when the fundamental 

physics of a phenomenon is poorly known and it is particularly relevant for exploratory experiments. It 

relies on the Vaschy-Buckingham theorem (Vaschy 1892, Buckingham 1914), based on earlier work of 

Bertrand (1878), which states that if a phenomenon is described by m variables involving n fundamental 
units, then m-n dimensionless numbers may be considered. In other words, if a variable a1 depends on 

m-1 variables through 

𝑓(𝑎1, 𝑎2, … , 𝑎𝑚) = 0     (A6) 
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where [ai] = [u1]
a [u2]

b…[un]
n and i=1,2,…m, with at least one non-zero exponent, then the phenomenon 

can be expressed as  

𝜑(𝜋1, 𝜋2 , … , 𝜋𝑚−𝑛) = 0 .    (A7) 

This method has pros and cons. It is convenient for addressing complex problems as it requires little 

initial information on the physics. However, though m-n dimensionless numbers instead of m variables 

may be considered, the function  is unknown. The dimensionless numbers are obtained in three steps 

in which inadequate choices will result in possible errors. The first step consists of choosing the relevant 
variables, and any mistake in the choice of the m variables will result in an incorrect analysis. The second 

step is the construction of the matrix of dimension, which consists of assigning appropriate exponents 

to the fundamental units of each variable. For instance, density is expressed as []=M1L-3T0, and the 

exponents are reported in a table with the fundamental units in the first column and all variables in the 

first raw. In the third step, a so-called base of three variables (having together the three fundamental 
units) is chosen arbitrarily and associated with the variables remaining to obtain dimensionless numbers 

(note that here also inadequate choice of the base is a possible source of error). For instance, a base 

consisting of [g]=M0L1T-2, [h]=M0L1T0, and []=M1L-3T0, is combined with velocity [U]=M0L1T-1. A 

first dimensionless number, N, is obtained from 

[N] =  [M0L1T-1] [M0L1T-2]a [M0L1T0]b [M1L-3T0]c   (A8) 
and considering the exponents for each fundamental units, i.e. c=0 for [M], 1+a+b-3c=0 for [L], and -1-

2a=0 for [T]. Solving the system of equations gives a=-1/2 and b=-1/2, so that N=U/(gh)1/2 (note that N 

is a Froude number). 
The second method to obtain dimensionless numbers may be used when some fundamental 

physics of the system addressed is known and dimensionless ratios of given physical parameters can be 

readily defined. This procedure was employed by Iverson (1997) who considered frictional and 
collisional interparticle stresses, inertial and viscous fluid stresses, and viscous solid-fluid stresses at 

micro-scale in gravitational fluid-particle flows. For instance, the ratio of solid collisional stresses, 

ss
2d2, over fluid viscous stresses, f, with s and s the solid volume fraction and density,  the shear 

rate, d the particle size, f and  the fluid volume fraction and dynamic viscosity, is ssd
2/f and is 

similar to the Bagnold number.  

Finally, dimensionless numbers can be obtained using a third method when fundamental 

equations of a physical system are known. Let’s consider the Navier-Stokes equation that describes a 
fluid flow (for the x direction component), 

𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
= −

1

𝜌

𝜕𝑃

𝜕𝑥
+ 𝑔𝑥 +

𝜇

𝜌
(

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2
)   (A9) 

with u and v the velocity components in directions x and y,  and  the fluid density and viscosity, P 

the pressure, and g the gravity acceleration. Typical length (L) and velocity (U) scales may be defined 

to give dimensionless lengths, x*=x/L and y*=y/L, and velocities, u*=u/U and v*=v/U, which are 

included in equation A9 to give  

𝑢∗ 𝑈2

𝐿

𝜕𝑢∗

𝜕𝑥∗ + 𝑣∗ 𝑈2

𝐿

𝜕𝑢∗

𝜕𝑦∗ = −
1

𝜌𝐿

𝜕𝑃

𝜕𝑥∗ + 𝑔𝑥 +
𝜇

𝜌

𝑈

𝐿2
(

𝜕2𝑢∗

𝜕𝑥∗2 +
𝜕2𝑢∗

𝜕𝑦∗2). (A10) 

Dividing each term by U2/L, and stating P*=P/(U2) and gx=-g sin gives 

𝑢∗ 𝜕𝑢∗

𝜕𝑥∗ + 𝑣∗ 𝜕𝑢∗

𝜕𝑦∗ = −
𝜕𝑃∗

𝜕𝑥∗ −
𝑔𝐿

𝑈2 sin 𝛼 +
𝜇

𝜌𝑈𝐿
(

𝜕2𝑢∗

𝜕𝑥∗2 +
𝜕2𝑢∗

𝜕𝑦∗2).  (A11) 

This example demonstrates that the Froude, U/(gL)1/2, and the Reynolds, UL/, numbers are relevant 

for the specific case addressed and also shows how fundamental equations can be made dimensionless. 
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Supplementary Table S1. Analogue materials used in experiments on dykes and sills. 

 
Medium Analogue Material References 

Magma   
 Air, gases Takada (1990), Muller et al. (2001), Ito and Martel 

(2002), Rivalta et al. (2005), Kervyn et al. (2009), 

Menand et al. (2010), Le Corvec et al. (2013) 
 Water, aqueous 

solutions 

(+ alcohol, glycerin) 

Takada (1990), McLeod and Tait (1999), Menand and 

Tait (2001, 2002), Kervyn et al. (2009), Kavanagh et al. 

(2006, 2013, 2015) 

 Silicone oil  Takada (1994), McLeod and Tait (1999), Watanabe et al. 
(2002) 

 Vegetable oil Takada (1990), Chanceaux and Menand (2014, 2016), 

Daniels and Menand (2015) 
 Sugar solution, 

Golden syrup 

Taisne and Tait (2009), Kervyn et al. (2009) 

 Parafin wax Taisne and Tait (2009) 

Host rock   

Elastic behavior  Gelatin Takada (1990, 1994), McLeod and Tait (1999), Menand 

and Tait (2001, 2002), Muller et al. (2001), Ito and Martel 

(2002), Watanabe et al. (2002), Rivalta et al. (2005), 
Kervyn et al. (2009), Taisne and Tait (2009, 2011), 

Menand et al. (2010), Kavanagh et al. (2006, 2013, 

2015), Le Corvec et al. (2013), Chanceaux and Menand 
(2014, 2016), Daniels and Menand (2015) 

Brittle behavior Granular material Kavanagh et al. (2006), Kervyn et al. (2009), Galland et 

al. (2006)  
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Supplementary Table S2. Source and environmental conditions imposed in laboratory experiments 

simulating explosive volcanic jets and plumes. f: fluid density (kg m-3), f: fluid viscosity (kg m-1 s-1), 

a: ambient density (kg m-3), p: particle density (kg m-3), dp: particle size (m), p: particle concentration 

at the source, V0: exit velocity (m s-1), L0: vent diameter (mm), P0: exit pressure (bar). 
References: 1: Carazzo and Jellinek (2012); 2: Carazzo and Jellinek (2013); 3: Carazzo et al. (2014); 4: Carazzo et al. (2015); 
5: Cardoso and Zarrebini (2001a); 6: Cardoso and Zarrebini (2001b); 7: Carey et al. (1988); 8: Chojnicki et al. (2006); 9: 
Chojnicki et al. (2014); 10: Chojnicki et al. (2016); 11: Clarke et al. (2009); 12: Del Bello et al. (2017); 13: Dellino et al. (2007); 
14: Dellino et al. (2010); 15: Dellino et al. (2014); 16: Ernst et al. (1994); 17: Ernst et al. (1996); 18: Holasek et al. (1996); 19: 
Jessop and Jellinek (2014); 20: Jessop et al. (2016); 21: Kaminski et al. (2005); 22: Kieffer and Sturtevant (1984); 23: Kitamura 

and Sumita (2011); 24: Koyaguchi et al. (2009); 25: Manzella et al. (2015); 26: Medici and Waite (2016); 27: Medici et al. 
(2014); 28: Paillat and Kaminski (2014a); 29: Paillat and Kaminski (2014b); 30: Scollo et al. (2017); 31: Solovitz and Mastin 
(2009); 32: Solovitz et al. (2011); 33: Sparks et al. (1991); 34: Veitch and Woods (2000); 35: Woods and Caufield (1992). 

 

Ref. Fluid Particles Environment f f a p dp p V0 L0 P0 

1 water custer feldspar 
stratified salt 

water 
1000 10-3 

1000 - 

1008 
2600 150 2 - 10 vol% 

0.3 - 

1.3 
3.2 1 

2 water custer feldspar 
stratified salt 

water 
1000 10-3 

1000 - 

1008 
2600 150 2 - 10 vol% 

0.3 - 

1.3 
3.2 1 

3 salt water - 
stratified salt 

water 

1000 - 

1020 
10-3 

1000 - 

1030 
- - - 

0.14 - 

1.1 
5.5 1 

4 hot air 
hollow polymer 

spheres 
air 1 10-5 1 42 

13 - 

120 

0.03 - 1.15 

vol% 

0.08 - 

0.37 
27.2 1 

5 water glass beads salt water 1000 10-3 
1018 - 

1021 
2470 33 - 96 0.6 - 0.9 wt% 

0.07 - 

0.12 
7 1 

6 water glass beads salt water 1000 10-3 1020 2470 
38 - 

115 
0.6 wt% 0.08 7 1 

7 water silicon carbide  salt water 1000 10-3 1021 3210 7 - 120 1 - 6 wt% 
0.004 - 

0.1 
8 1 

8 air glass beads air 1 10-5 1 2500 
45, 90, 

150 

0.4 - 0.47 

vol% 

350 - 

650 
38 1 - 70 

9 water 

silver-coated 

hollow glass 

spheres 

water 1000 10-3 1000 1100 10 n/a 1 20 1 

10 water - water 1000 10-3 1000 - - - 
1.1 - 

3.1 
3, 9, 15 1 

11 

water  

(+ 

isopropyl 

or salt) 

silica powder or 

glass beads 
water 

961 - 

1037 
10-3 1000 2500 

< 10, 

45 
2, 3.5 vol% 4 to 7 3, 15 1 

12 air 
volcanic 

material 
air 1 10-5 1 

764 - 

2846 

125 - 

1000 
n/a box experiment 1 

13 
air 

(explosion) 

volcanic 

material 
air 1 10-5 1 2000 

10 - 

8000 
0.17 wt% 

7.4 - 

12 
600 

130 - 

175 

14 

air 

(explosion) 

or hot air 

volcanic 

material 
air 1 

2 10-5 -  

4 10-4 
1 2000 

125 - 

3000 

0.04 - 0.12 

wt% 

27 - 

110 

300, 

600 

90 - 

180 

15 
nitrogen 

(explosion) 

hot or cold 

volcanic 

material 

air 1 10-5 1 
1045 - 

2408 

21 - 

3600 
0.2 - 16 vol% 5 - 35 

300, 

600 
n/a 

16 
cold or hot 

water 
- water 

1000 - 

1010 
10-3 1000 - - - 

0.02 - 

0.15 
19 1 

17 water silicon carbide  salt water 1000 10-3 > 1021 3210 
115 - 

327 
0.1 - 0.2 wt% 

0.08 - 

0.8 
4 1 

18 water silicon carbide  
stratified salt 

water 
> 1000 10-3 > 1021 3210 17 - 37 0.4 - 2 wt% feeder box 1 

19 water 
fine silica or 

silica sand 

stratified salt 

water 
1000 10-3 

1000 - 

1012 

2500 - 

2520 

40 - 

325 

0.01 - 10 

vol% 

0.3 - 

2.3 
3 - 13 1 

20 water silica powder water 1000 10-3 1000 2500 
200 - 

300 
0 - 3.2 vol% 

0.3 - 

2.3 
8 - 11 1 

21 

ethanol and 

ethylene 

glycol 

- water 
964 - 

968 
10-3 1000 - - - 

0.03 - 

0.37 
2 - 6 1 

22 

freon, 

nitrogen or 

helium 

- air 
1.13 - 

35.8 
10-5 1 - - - 

175 - 

868 
15 7.25 

23 

water, milk, 

saline 

solutions 

- water 
1000 - 

1800 

9.2 10-4 

- 1.2 

10-3 

1000 - - - 
0.2 - 

1.5 
1 1 

24 
water (+ 

NaCl / 
glass beads 

water (+ NaCl / 

CH2CH2OH / 

Na6O18P6) 

1004 - 

1006 

1-4 10-

3  
1010 

2500 - 

4200 

23 - 

100 
n/a box experiment 1 
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CH2CH2OH 

/ Na6O18P6) 

25 water glass beads sugar solution 
1000 - 

1001 
10-3 1008 2550 33 - 63 0.3 - 0.5 wt% box experiment 1 

26 nitrogen - air 7.96 10-5 1 - - - 
380 - 

530 
25.4 

34.5 - 

51.7 

27 nitrogen - air 7.96 10-5 1 - - - 
750 - 

810 
25.4 

51.7 - 

81 

28 salt water 
glass hollow-

spheres 
water + ethanol 

1000 - 

1080 
10-3 

980 - 

1000 
n/a 3 - 20 traces 

0.1 - 

0.3 
0.5 - 1 1 

29 water 
glass hollow-

spheres 
water 1000 10-3 1000 n/a 3 - 20 traces 0.1 - 1 0.2 - 1 1 

30 water 

glass beads, 

volcanic 

material 

sugar solution 
1000 - 

1001 
10-3 1008 2550 

< 32 - 

180 
0.3 - 0.5 wt% box experiment 1 

31 air titanium dioxide  
air + oil 

droplets 
1 

1.55 

10-5 
1 4100 3 traces 

58 - 

283 

9.25 - 

11.8 
6.2 

32 air titanium dioxide  
air + oil 

droplets 
1 1.6 10-5 1 4100 3 traces 

140 - 

355 

2.71 - 

11.84 

1.2 - 

2.8 

33 water silicon carbide  salt water 1000 10-3 1021 3210 
28 - 

131 
1 wt% 

0.003 - 

0.01 
8 1 

34 water glass beads salt water 1000 10-3 
1005 - 

1012 
2500 40 - 70 1.5 wt% n/a 10 1 

35 

water + 

methanol + 

ethylene 

glycol 

- water 
977 - 

995 
10-3 1000 - - - 

0.006 - 

0.04 
10 1 
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Supplementary Table S3. Aggregation experiments (modified from Van Eaton et al. 2012). dp: particle 

size (m), RE: relative humidity (%), T: ambient temprature (°C). 
References: 1: Del Bello et al. (2015); 2: Gilbert and Lane (1994); 3: James et al. (2002); 4: James et al. (2003); 5: Mueller et 
al. (2016); 6: Schumacher (1994); 7: Schumacher and Schmincke (1995); 8: Telling and Dufek (2012); 9: Telling and Dufek 
(2013); 10: Van Eaton et al. (2012). 
 

Ref. Method Binding agent Particles dp RE T 

1 
turbulent fall 

chamber 
electrostatic forces 

volcanic material (Sakurajima, 

Campi Flegrei) 
< 32 - 90 50/60 24/30 

2 wind tunnel liquid water 
volcanic material, Si02, SiC, Al2O3 

particles 
< 50 - 300 10/85 n/a 

3 
pumice-fracturing fall 

chamber 
electrostatic forces volcanic material (Mt St Helens) < 200 25/35 20/25 

4 
pumice-fracturing fall 

chamber 
electrostatic forces volcanic material (Mt St Helens) < 200 25/35 20/25 

5 
fluidized bed in 

chamber 
liquid water 

glass beads, volcanic material 

(Laacher See) 
< 50 - 300 12/45 87/93 

6 
powder-coating 

system 
electrostatic forces volcanic material (Laacher See) < 250 n/a n/a 

7 
powder-coating 

system, vibratory pan 

electrostatic forces, 

liquid water 
volcanic material (Laacher See) 

< 250 - 

2000 
n/a n/a 

8 wind tunnel liquid water 
Si02 particles, volcanic material 

(Tungurahua) 
90 - 250 23/93 20/21 

9 
low pressure fall 

chamber 
liquid water 

Si02 particles, volcanic material 

(Tungurahua, Mt St Helens) 
90 - 150 11/95 17/25 

10 vibratory pan ice, liquid water 
volcanic material (Oruanui, 

Eyjafjallajökull) 
< 1414 < 30 -20/18 
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Supplementary Table S4. Source and boundary conditions imposed in laboratory experiments 

simulating lava flows and domes. f: fluid density (kg m-3), f: fluid viscosity (kg m-1 s-1), a: ambient 

density (kg m-3), T: initial temperature difference, U: flow velocity (mm s-1), L: flow thickness (cm), 

W: flow width (cm).  
References: 1: Applegarth et al. (2010); 2: Bagdassarov and Pinkerton (2004); 3: Balmforth et al. (2000); 4: Blake and Bruno 
(2000); 5: Buisson and Merle (2002); 6: Canon-Tapia and Pinkerton (2000); 7: Cashman et al. (2006); 8: Castruccio et al. 
(2010); 9: Castruccio et al. (2014); 10: Dietterich et al. (2015); 11: Edwards et al. (2013); 12: Fink and Griffiths (1990); 13: 
Fink and Griffiths (1992); 14: Fink and Griffiths (1998); 15: Garel et al. (2012); 16: Garel et al. (2013); 17: Garel et al. (2014); 
18: Garel et al. (2016); 19: Gregg and Fink (1995); 20: Gregg and Fink (2000); 21: Griffiths and Fink (1992); 22: Griffiths and 

Fink (1993); 23: Griffiths and Fink (1997); 24: Griffiths et al. (2003); 25: Hulme (1974); 26: Huppert et al. (1982); 27: Huppert 
et al. (1984); 28: Kerr (2009); 29: Kerr et al. (2006); 30: Lescinsky and Merle (2005); 31: Lev et al. (2012); 32: Lodge and 
Lescinsky (2009); 33: Lyman and Kerr (2006); 34: Lyman et al. (2004); 35: Lyman et al. (2005); 36: Merle (1998); 37: Müller 
(1998a,b); 38: Sakimoto and Gregg (2001); 39: Soule and Cashman (2005); 40: Stasiuk and Jaupart (1997); 41: Stasiuk et al. 
(1993); 42: Toramaru and Matsumoto (2004); 43: Zavada et al. (2009). 

 

Ref. Fluid Environment 
Slop

e 
f f a T U L W 

1 
silicone + 

sand/plaster/quartz 
air 4 - 12 1400 104 1 0 

0.01 - 
0.1 

~1 1 - 10 

2 
golden syrup + air 

bubbles 
air 0 ~1300 102 1 0 rotational van-viscometer 

3 
wax + kaolin 

slurries 
air 0 1320 15 1 0 

0.05 - 
0.15 

0.4 - 
1.2 

2 - 10 

4 PEG (600) cold water 0 
1097 - 
1118 

5 - 13 x 
10-2 

997 22 - 41 0.2 - 5.6 n/a 6 - 40 

5 silicone putty air 0 ~1200 ~105 1 0 
3e-5 - 
4e-4 

0.5 - 
3.6 

8 - 10 

6 motlen basalt air 0 - 25 2700 ~150 1 
1175 - 

1350 
n/a n/a n/a 

7 PEG (600) cold salt water 3.5 
1120 - 

1122 

0.12 - 

0.13 
>1000 14 - 16 

0.01 - 

0.2 

0.4 - 

10.4 
8 - 15 

8 

golden syrup + 

sugar 
crystals/xanthan 

gum 

air 0 
1345 - 
1386 

78 1 0 n/a n/a 5 

9 

syrup + sugar 

crystals or nylon 
cubes / hair gel 

air 5 - 15 
1000 - 
1500 

45 - 103 1 0 0.01 - 1 
0.5 - 

3 
100 

10 
syrup / molten 

basalt 
air 3 - 25 

1443 - 

2700 
102 1 0 - 1300 1 - 10 

0.1 - 

1 
< 150 

11 molten basalt air/ice* 5 - 10 2700 150 1 1300 50 - 100 ~5 15 - 20 

12 PEG (600) 
cold sucrose 

water 
0 - 
6.5 

1125 - 
1128 

0.18 - 
0.23 

1003 - 
1116 

3 - 19 n/a n/a n/a 

13 PEG (600) 
cold sucrose 

water 
0 

1033 - 
1168 

0.1 - 
0.18 

1003 - 
1116 

4 - 19 0.3 - 0.8 ~2.1 ~10 

14 PEG (600)+ kaolin cold water 0 ~1500 
0.1 - 
0.18 

1000 4 - 19 n/a 2 - 5 10 - 20 

15 silicone oil air 0 
942 - 

975 
2.7 - 15 1 0 - 36 0.01 - 6 

0.1 - 

0.5 
2 - 25 

16 silicone oil air 0 949 3 1 28 - 29 0.03 
0.1 - 

0.5 
2 - 25 

17 PEG (3515) air 0 1100 10-1 - 105 1 22 - 26 3 - 45 0.3 2 - 30 

18 
silicone oil / glucose 

syrup / wax 
air 0 

942 - 
1390 

10-1 - 105 1 0 - 40 0.01 - 50 
0.1 - 
0.5 

2 - 30 

19 PEG (600) 
cold sucrose 

water 
0 - 60 

1033 - 
1168 

0.1 - 
0.18 

1003 - 
1116 

4 - 19 0.3 - 0.8 ~2.1 ~10 

20 PEG (600) 
cold sucrose 

water 
1 - 60 

1125 - 

1128 

0.18 - 

0.23 

1003 - 

1116 
3 - 19 5 - 8 

< 0.3 

- 0.5 
3 - 21 

21 PEG (600) 
cold sucrose 

water 
0 

1033 - 

1168 

0.1 - 

0.18 

1003 - 

1116 
4 - 19 0.3 - 0.8 ~2.1 ~10 

22 PEG (600) 
cold sucrose 

water 
0 1126 

1 - 1.6 x 

10-4 

1003 - 

1116 
4 - 23 

0.06 - 

1.1 
1 - 10 4 - 20 

23 PEG (600)+ kaolin cold water 0 1450 0.78 1000 0 - 17 
0.08 - 

0.3 
2 - 7 4 - 28 

24 PEG (600) 
cold saline 

solution 

1.6 - 

7 

1120 - 

1122 

0.12 - 

0.13 
>1000 14 - 16 

0.01 - 

0.2 

0.4 - 

10.4 
8 - 15 

25 water + kaolin air 3 - 9 
1120 - 
1250 

1.8 - 20 1 0 
0.018 - 

5.8 
0.3 - 
1.9 

8.7 - 
35 



79 
 

26 silicon oil air 0 ~950 
~1.25 - 

105 
1 0 1.3e-4 

0.5 - 
0.01 

1 - 14 

27 aqueous solution alcohol 0 n/a n/a n/a 61 confined chamber 

28 hot sucrose solution air/PEG 600* 3.5 1281 0.0287 
1/1126

* 
46* 48 0.36 4.8 

29 PEG (600) cold water 
1.3 - 
8.5 

1121 
0.12 - 
0.13 

1000 18 - 22 n/a n/a 25 - 80 

30 
silicone + 

sand/plaster/quartz 
air 0 - 6 1400 104 1 0 n/a 

2.8 - 
4.2 

20 

31 molten basalt air 5 - 20 2700 150 1 1300 75 8 49 

32 starch water air 0 
800 - 

1200 
n/a 1 0 confined chamber 

33 PEG (600)+ kaolin 
air / cold salt 

water 
1.5 - 
19.5 

1257 - 
1439 

0.19 - 
2.13 

1 - 
1245 

0 - 33 0.1 - 30 4 - 80 15 - 25 

34 PEG (600)+ kaolin cold water 0 - 60 ~1500 
0.1 - 
0.18 

1000 2 - 20 n/a n/a 8 - 20 

35 PEG (600)+ kaolin 
air / cold salt 

water 
0 

1257 - 
1439 

0.19 - 
2.13 

1 - 
1245 

0 - 33 
0.05 - 
500 

12 - 
24 

15 - 25 

36 silicone air 0 - 10 1350 104 1 48 n/a 1 - 2 20 - 50 

37 starch water air 0 1484 n/a 1 0 confined chamber 

38 PEG sucrose water 
10 - 

60 

1108 - 

1124 

0.07 - 

0.17 
~1000 >0 

1.3 - 

17.3 

0.5 - 

1.4 

2.6 - 

16.8 

39 
corn syrup + rice 

grains 
air 0 1440 50 - 100 1 0 rotational van-viscometer 

40 golden syrup air 0 1438 46 - 91 1 0 n/a 
1.2 - 

2.2 
27 - 55 

41 golden syrup salt water 0 
1108 - 

1438 

3.2x10-5 

- 130 
1000 0 - 33 n/a ~1 100 

42 starch water air 0 n/a n/a 1 0 confined chamber 

43 
plaster+water 

slurries 
sand 0 2300 0.8 - 6.2 2500 0 0.6- 12.5 4 - 11 20 - 25 

 
 

 


