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Abstract. More and more environmental and agricultural data are now acquired 

with a high precision and temporal frequency. These data are often represented 

in the form of rasters and are useful for agricultural activities or climate change 

analyses. In this paper, we propose a new method to process very large raster. 

We present a new technique to improve the execution time of the selection and 

calculation of data summaries (e.g., the average temperature for a region) on a 

temporal sequence of rasters. We illustrate the use of our approach on the case 

of temperature data, which is important information both for agriculture and for 

climate change analyses. We have generated several data sets in order to ana-

lyze the influence of the different value properties on the process performance. 

One of our final goals is to provide information about the value conditions in 

which the proposed processing should be used. 
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1 Introduction 

The volume of environmental data becomes very important. More and more environ-

mental and agricultural data are now acquired automatically at high precision and 

temporal frequencies [1-6]. Numerous data sources are available in different infor-

mation systems [7] and can be accessed through the Web [8-11]. Several of these data 

sets are useful for agricultural activities or climate change analyses. They can be re-

lated to weather, sensor measurements, soil condition, etc. These types of information 

can be used in agriculture for example for recommendation on the use of agricultural 

inputs (water, phytosanitary treatments, etc.) or for crop management in order to op-

timize and reduce the use of agro-equipments, and consequently the negative impact 

on climate. These data can also be utilized to analyze the links between different agri-

cultural activities (livestock, crops, etc.) and the climate change, at a large spatial and 

temporal scale. 

Several of these large data sources are represented in the form of rasters, e.g., geo-

referenced regular grids [12-13]. This type of 2-dimmensional grids constitutes a 

traditional geographical data format. In geographical information systems, a raster is a 

2-D matrix of cells. A measurement (which is very often a numeric value) is stored in 

each raster cell to represent the geo-referenced value of environmental phenomena: 

temperature, soil moisture, CO2 measurements, rain precipitation, etc. This type of 

data can also be produced by simulation.  

Dedicated methods are needed to manage the huge volume of rasters produced 

over time. It is important to propose specific techniques to optimize the analysis and 

the processing of such data sources. 

In this paper, we propose a new method to analyze large sets of rasters. Our goal is 

to propose a new technique to improve the execution time of the selection and calcu-

lation of data summaries (e.g., the average temperature for a region) on a temporal 

sequence of rasters. We illustrate the use of our approach on the case of temperature 

data, which is crucial information both for agriculture and for climate change anal-

yses. 

Section 2 describes more precisely the raster data process discussed in this paper 

and highlights its interest. Section 3 introduces our heuristic to improve the perfor-

mance in terms of processing time. Sections 4 and 5 show some first experiments of 

this method on simulated data. Section 6 presents conclusion and future work. 

 

  



 

 

 

 

2 Raster data process 

The raster data process used in this paper consists in three main steps (shown in Fig-

ure 1). The process is based on a large sequence of rasters, representing the evolution 

of an environmental pheromone over time. In Figure 1, the different values of the 

raster cells are represented by colors. In the step (a), the user chooses a period of in-

terest. More precisely, he/she selects a temporal raster (sub)sequence of interest in the 

large sequence of rasters. In the step (b), the user defines the geographical region to 

analyze in the sequence of rasters selected in step (a). This geographical region to 

analyze is the same for all these rasters. In the step (c), the system automatically se-

lects every raster that satisfies a user-defined condition. Figure 2 provides a UML 

representation of the different object types. 

We illustrate this process on an example. A user would like to analyze a sequence 

of rasters representing the evolution of temperatures. He/she wants to determine the 

set of rasters having low temperatures in order to: 

- study more precisely these cases and their possible local causes. It is a typical 

case of climate change analysis. 

- or analyze the impact of these temperature on crops in agriculture in the con-

text of farm decision support.  

First, he/she manually chooses the period to be analyzed in the whole sequence 

(step (a)). Second, he/she manually chooses a geographical region of interest for 

his/her study (step (b)). Third, in the step (c), the user would like to automatically 

select every raster in which the average temperature of the region of interest is lower 

than a user-defined threshold (e.g., ≤ 10 C°). Consequently, the result is the set of the 

rasters that satisfy this condition.  

In our scenario, the steps (a) and (b) imply a manual user choice. The step (c) can 

be automated, e.g., the calculation of the average temperature for every raster and the 

selection of the temperature ≤ 10C°. A naive algorithm for the step (c) is shown in 

Figure 3: 

 

 

 

 

 

  



 

 

 

 

 

 

 

 

Fig. 1. Description of the raster data process. 

 

 

 

  



 

 

 

 

Fig. 2. Raster data set modelling. 

 

 

  



 

 

 

 

S := the whole sequence of rasters 

A := the (sub)sequence of rasters chosen in S by the user 

b := the region of interest chosen by the user/ 

Result := { } 

 

for every raster Ri in A  

{ 

avg := the cell average for the region b in Ri 

if avg < 10 then Result := Result ∪ { Ri } 

} 

 

 

Fig. 3. Naive algorithm for step (c) 

 

3 Raster data process  

In the present paper, we propose a method to improve the performance for the step 

(c). The intuition behind this algorithm is to try to reject a raster that does not satisfy 

the user-condition (i.e., the cell value average must be lesser then the user’s threshold) 

as soon as possible to avoid useless computation. The proposed technique can im-

prove the computation when the user’s threshold is low (compared to the raster cell 

values). In this technique, the cell must contain only numerical positive value – con-

sequently, a uniform translation or normalization must be used if the rasters do not 

comply with this constraint. 

The calculation of the average is computed for each raster (in the region of inter-

est). The average computation consists in calculating the sum of cell values for each 

raster. In the new version of our algorithm, we stop the sum computation as soon as 

possible, when we are sure that this sum becomes superior to the threshold value mul-

tiplied by the cell number of the region of interest. 

We also propose to sort the cell values in the region of interest in a descending or-

der, for the average computation. In that case, the threshold is reached faster for the 

rasters that do not satisfy the condition. Unfortunately, the time complexity of a sort, 

i.e., O(n log n) for a quick sort, is higher than the sum computation, i.e., O(n). Conse-

quently, we propose the following stages: 

1) We propose to sort the value of the region of interest only for some ras-

ters, e.g., compute a sort every 200 rasters, in sorting the cell values of 

the region of interest only for the rasters Ri, Ri+200, Ri+400, etc. Each one 

of these sorts produces a cell ordering. 



2) We propose to use the cell ordering of the sorted rasters, for computing 

the sums for the other rasters. For example, the sort in Ri produces a 

cell ordering. This cell ordering will be used for computing the sum for 

each raster from Ri to Ri+199. The cell ordering determined by the sort of 

Ri+200 will be used for each raster from Ri+200 to Ri+399, etc. 

The intuition behind this method is that in many phenomena the spatial distribution 

of values evaluates rather slowly over time. In the case of temperature rasters pro-

duced every 5 minutes, the highest values will often be on the same geographical part 

of the rasters for several tens of minutes or several hours. The frequency of the sort 

computation can be adapted to the nature of the data (e.g., sorting every 10 rasters, 50 

rasters, 100 rasters, 200 rasters, etc.). This new version of the algorithm is shown in 

Figure 4. In Figure 4, Ord is an array that corresponds to a mapping: Ord(1) is equal 

to the cell number (#) in b that has the highest value; Ord(m)is equal to the cell num-

ber (#) in b that has the lowest value. 

Several constraints must be satisfied in order to guarantee that this algorithm pro-

vides better performances in terms of execution time, for example, a low user-defined 

threshold or a spatial distribution of cell values sufficiently large in every raster to 

justify the interest of the sorting operation. These aspects and several proposed im-

provements are discussed in the last section of the paper. 

 

4 Experiment description  

To evaluate the performance of our improved algorithm of raster selections, we ran 

our experiments on the Intel(R) Core(TM) i5-5350U CPU at 1.8 GHz. Concerning the 

data, the experiments are conducted using a public data set. 

We used the public dataset provided by the US National Oceanic and Atmospheric 

Administration [14]. This dataset provides a large amount of climate and historical 

weather data, such as: air temperature, humidity, precipitation, etc. available in differ-

ent temporal acquisition frequencies: monthly, daily, hourly and sub-hourly (5-

minute). These data are produced from many weather stations in the USA and else-

where.  In our work we have used the daily frequency of data acquisition for four 

years 2014, 2015, 2016 and 2017 of the Harrison station in USA. Each day, we have 

the min, max and the average of the temperature of this latter. We have chosen the 

daily temperature to have a significant difference between the minimum temperature 

and the maximum temperature for the station, the thing that we need in our algorithm, 

which is not the case for the hourly data for instance. In order to obtain a large and 

significant data set, we have generated (i.e., simulated) rasters from the station data. 

 

  



 

 

Improved algorithm for step (c): 

 

S := the whole sequence of rasters 

A := the (sub)sequence of rasters chosen in S by the user 

b := the region of interest chosen by the user 

m := the number of cells in b 

begin := the number (#) of the first raster in S 

end := the number (#) of the last raster in S 

it := the interleave between two consecutive rasters on which a sort is calculated 

th := the user-defined threshold 

 

Result := { } 

maxsum := th * m 

 

for i :=  begin to end step it 

{ 

Sort the cell values of the region b in Ri in descending order 

and produce the corresponding cell ordering Ord 

 

for j := i to i+it 

{ 

 if j > end  then { process completed ; stop } else 

 { 

  su := 0 

  reject := false 

  for k:= 1 to m 

{ 

   v := the value in the cellOrd(k) in Rj 

su := su + v 

   if su > maxsum then { reject := true ; break} 

  } 

  if reject is false then Result := Result ∪ { Rj } 

 } 

} 

} 

 

 

Fig. 4. Improved algorithm for step (c) 

 

 



To build our dataset, we have simulated rasters for the local studied region. We as-

sumed that the temperature of a region has a Gaussian distribution. The normal distri-

bution has two characteristics: the mean and the standard deviation. The mean is in-

cluded in the initial dataset, and we have estimated the standard deviation ST using 

the min and the max values (also provided by the initial dataset). The simple method 

to simulate the standard deviations ST is the range rule of thumb [15]. Here is the 

calculation of the approximation of ST:  
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In practice, the estimation of ST using the range rule of thumb is not sufficient 

when the n is extremely small or large. The authors of [15] have improved this esti-

mation in order to deal with this problem: 
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In our experiment, we have simulated a large data set. Consequently, we used the 

third case for the estimation of our standard deviation (n >70). Thus, we had the re-

quired parameters to produce raster data from the initial data using a normal distribu-

tion. 
We have created 3 data sets having 3 different raster sizes; each data set contains 

1420 rasters. We have applied a translation on the cell values in order to avoid nega-

tive value; we have added a constant (50) to each cell value. In our tests, the user-

defined region of interest is the whole raster. In the produced data sets, we have one 

raster every day for four years. The tests have been applied on all these rasters – these 

rasters constitute the sequence A of rasters to analyze.  

5 Results 

In this section, we show the results of our experiments performed on the generated 

data. Different raster sizes have been tested. For each experiment, we test the naive 

algorithm and the improved version on the same data set. In our experiments, we also 



evaluate the impact of the main parameters on the execution time of our algorithm, for 

instance, the threshold and the interleave between the sorted rasters. To do this, we 

have chosen different thresholds and interleaves and run our algorithm using these 

different value parameters. Concerning the sort algorithm, we used a quick sort. 

 
 

5.1 The impact of the threshold on the performance 

 

Tables 1, 2 and 3 compare the computing time for the naive and the improved algo-

rithm for the three data sets for different threshold values. 

Table 1 shows that the improved algorithm is faster than the naive one, especially 

when the threshold is not too low and not too high. The best performance is with 

th=40; our algorithm I is faster than the naive one with 3.07 seconds less for time 

execution. Whereas when the threshold is smaller, we obtain less performance (the 
case of th=30). 

 

 

 

 

Table 1: Dataset 1:  Size of raster =100×100, contains 1420, Interleave =73 

 

 

 

In Table 2, our algorithm is faster than the naive one with 5 seconds less for execution 

time (th=42). 
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Table 2: Dataset 2:  Size of raster =200×200, contains 1420, Interleave =73 

 

 

 

 

 

Table 3: Dataset 3:  Size of raster =240×240, contains 1420, Interleave =73 
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As we can see in the table 3, our algorithm is still faster than the naive one. More 

precisely, our algorithm is always faster than the naïve one, whatever the value of the 

threshold. The user-defined threshold value has a direct impact on the performance of 

the improved algorithm.  

 

5.2 The impact of the interleave size on the performance 

 

The interleave value between the sorted rasters is important. It has also an impact on 

the performance of our algorithm. Choosing a low interleave implies sorting more 
rasters, which decreases the performance. In the other hand, choosing large interleave 

means sorting less rasters which is good for the performance, but in the same time, 

many rasters that are in the same interleave will not follow the same behavior as the 

sorted raster.   

In Table 4 we show how the interleave size influences the performance of our algo-

rithm on the data set 1. As an example, we have tested three interleave sizes. As we 

can see in table 4, the best performance is obtained by choosing the size 73. The 

choice of the interleave value depends on the nature of data and the frequency of its 

production. 

 

 

 

 

Table 4:  The impact of the interleave on the performance (Data set 1), 

Threshold =40 

 

 

 

 

 

 

 

 

 

 

 

 

  

  
Interleave 

=10 

 

 
Interleave 

=20 

 
Interleave 

=73 

 

Naive 

Algorithm 

 

13.17(s) 

 

 

13.17(s) 

 

 

 

13.17(s) (s) 

 

 

Improved 

Algorithm  

 

11.27(s) 

 

 

10.53(s) 

 

10.4 

 
 



 

Our algorithm shows interesting potential, it should be improved by using other 

faster sorting algorithms and also using raster data sets with significant variation of 

data in the same raster. 

 

6 Conclusion and discussion 

In literature, different proposals have been implemented for raster processing, but no 

previous work had proposed our approach based on a value sort for a conditional 

selection of rasters. The processing proposed in this paper is rather specific and is in 

the field of the conditional selection, based on a maximal threshold, in a large raster 

data set. It corresponds to a concrete and useful operation for processing the set of 

rasters especially in the context of global climate change and agri-environment. Con-

sequently, it was important to propose and develop new techniques to improve the 

computation.  

We show in this paper, an idea for improved processing and the first associated 

tests. We have generated several data sets in order to analyze the influence of the 

different value properties on the process performance. We have to continue our tests 

to highlight in which cases our approach is suitable. For that, we have to analyze more 

precisely the impacts of the data, the interleave, the threshold, the number of selected 

rasters, etc. on the performance of the process. Our goal is to provide to computer 

scientists, information about the conditions in which the proposed improvement is 

interesting and should be used. Thanks to this information, we will produce recom-

mendations about the different types of agri-environmental data suitable for this tech-

nique. Our proposal can also be directly applied on large vector of geo-referenced 

sensor data. We also plan to test our method on a real data set produced by sensor 

acquisition in real farms (soil and air moisture, temperature, etc.). 

Here, we emphasize two main perspectives for the future improvement of our 

method: 

1) The use of the General-Purpose logic on Graphics Processing Unit 

(GPGPU) technology can be experimented in order to provide a parallel 

processing of the computation. Different tests have been made for the op-

timization of operations on rasters using GPGPU by other authors [16-

19]. Currently, there is no implementation proposal by GPGPU for our 

improved process. Our process can be massively parallelized, as several 

parts of the procedure are independent and can be run in parallel. For ex-

ample, several rasters can be processed in parallel. 

2) It is useless to pre-calculate and store the average of each raster in a per-

sistent manner. The user chooses a sub-part of the raster (i.e., the geo-

graphical region of interest) and this sub-part is not known in advance. 

This region of interest can also be different for each new user query. Nev-

ertheless, we could decompose each raster in several partitions (e.g., regu-

lar partitions) and pre-calculate and store persistently the average of the 

cell values for each partition. In this case, we could use these averages as 



indicators to determine if our improved process should be used or not. For 

example, if the user-defined geographical region of interest is spatially in-

cluded in a partition p, the system could decide to automatically run our 

improved method if the partition average (of the first raster in the se-

quence for example) is greater than the user-defined threshold. Different 

other parameters could be used to determine if it is useful to run our im-

proved method. 

To conclude, in our opinion, the research work presented in this paper opens the way 

to other interesting contributions that can be of interest in the field of agri-

environment, especially for sensing data produced by remote sensing, agricultural 

internet of things and smart farming [20-26].  
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