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ABSTRACT

During a preparatory experiment (PREICE) for the field campaign of the International Cirrus Experiment
(ICE), six different Particle Measuring Systems (PMS) 2D-C probes belonging to five research organizations
were intercompared. Three of these probes were original versions (2D-C), the three others being updated
instruments (2D2-C version). The comparisons were performed using data obtained during flights in various
types of warm and glaciated clouds.

The probe-by-probe comparisons show that relative particle-size response is in good agreement for all the
probes and a variety of particle shapes. Similarly, measurements of the mean volume particle size agree to
within about 10%. There are, however, noticeable discrepancies up to a factor of about 1.5 in values of the
particle concentration. This can lead to similar large uncertainties in values of derived parameters, such as
ice water content (IWC) and extinction coefficient. These differences are found to be related primarily to the
probe version; the updated 2D2-C instruments appear to detect some 50% more images than the original ver-
sion (2D-C).

Large differences may also be obtained when two different but common methods of calculation of the sample
time are applied to data from a single probe. This appears to be related to timing errors within the probe data
stream. There is a need for the standardization of processing schemes, where possible, in order to reduce the
uncertainties in results obtained during multiaircraft cooperative experiments.

1. Introduction dom, and Sweden (Raschke et al. 1990) as a regional

. . experiment within the scope of the International Sat-
1 (tilrru; tﬁloud%:lrel_thogght to Pe an 1m;;ortant ;’;‘;gf ellite Cloud Climatology Project (ISCCP). The inten-
ga O}I o egkiv bc 1malg t(gs;ee, S(:r e;&lamp & Clox 1990, sive field phase of this experiment was planned to in-
I:CD ?;:S ti‘l: f %bstc; P ct) ’ P ephens et 12.1 - ( ) clude several aircraft equipped with similar micro-
Show that the feedback eticct ot cirrus on climate can physics instruments [two-dimensional optical array
be positive Or negative fiependlng on the n}lcrophysmal probes (2D-C) manufactured by Particle Measuring
gnd scattering proper.tlgas. of the cloud. Sh‘ngo (1990), Systems, Inc. (PMS)]. In order to intercompare data
Ina St.Ud.y of ?he sensitivity of a glgbal chmglte ¥“°d"1 from the different probes to be used during the main
to variations in the cloud properties, hgs highlighted experiment, a preparatory experiment ( PREICE ) was
thg negd for an understanding of the limits of accuracy performed i,‘rom the Centre d’Essais en Vol (Brétigny
of in situ measurements. . France) during the period 23 January-3 March 1989.
In orgier to obtau; improved k_no.w ledge of the mi- The purpose of this paper is to describe the main
crqphyswa}, dynamical, and. radlatlye transfer PIOD-  results obtained by mounting up to four probes si-
erties of cirrus, }hc International Cirrus Experiment multaneously on the research aircraft, using a single
(ICE) was established b¥. research groups from France, o1 04"of data processing. In addition, we examine
the Federal Republic of Germany, the United King- some effects of changes in true airspeed and mounting
location on the aircraft, and also the differences in pro-
Corresponding author address: Jean-Francois Gayet, Laboratoi cessed results obtained by using two different sampling-
T Q h - n¢o1 ayet, ratomre 2 1 N

de Metsorologie Physique, Universite Blais Pascal—CN.RS, Ob- t'":sdv‘:’g;':;“ggg‘g‘srgl’; J:ﬁ tS?cr)nceiacll;:tzsr?;iysis for ICE

servatoire de Physique du Globe, 12, avenue des Landais, 63000 LY . Lo
Clermont-Ferrand, France. and similar experiments elsewhere, the results indicate
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F1G. 1. The Merlin 1V of the Centre d’Aviation Météorologique, showing the mounting location for PMS
probes beneath the nose. (Courtesy of the French Meteorological Research Center: Météorologie Nationale,

EERM/PAD.)

the limitations on in situ measurement accuracy and
hence, as noted above, on the reliability of current pa-
rameterization of clouds in global climate models.

2. The PREICE experiment

The aircraft used was the Merlin IV operated by the
Centre d’Aviation Météorologique (CAM, a division
of the French Weather Service ) based in Brétigny. This
aircraft is equipped with conventional thermodynam-
ical, dynamical, and navigation instruments ( Guillemet
1990). Depending on the purpose of the flight, addi-
tional measurements of radiative fluxes or microphys-
ical parameters may be made. During the PREICE ex-
periment, four 2D-C probes were mounted on pylons
grouped beneath the nose of the aircraft (Fig. 1). The
data from two of the probes were recorded via the main
aircraft data acquisition system (IDAS) designed by the
CAM, data from the other two being recorded by a
PMS DAS-32 system from the University of Cologne.
These two data acquisition systems will hereafter be
referred to as the “aircraft DAS” and the “PMS DAS,”
respectively. Six PMS 2D-C probes were operated dur-
ing the experiment. They were provided by the follow-
ing organizations:

e Meteorological Office, Meteorological Research
Flight (MRF), Farnborough, United Kingdom;
e GKSS Research Centre, Institute for Physics,

Geesthacht, Federal Republic of Germany (two probes,
formerly operated by the University of Cologne);

e Centre d’Aviation Météorologique (CAM), Bré-
tigny, France;

e Institut National des Sciences de I’Univers
(INSU), France;

e Laboratoire de Météorologie Physique (LaMP),
Clermont-Ferrand, France.

In this paper, individual 2D-C probes will not be
identified by organization and will hereafter be referred
to as probes P1-P6. The specifications of these probes
are shown in Table 1. They can be classified into two

TABLE 1. Main characteristics of the PMS 2D-C probes
analyzed and compared in this study.

Photodiode Buffer
Purchase = Manufacturer response memory

Probe year version* time access

P2 1989 PMS 2D2-C 0.3 us Random

P4 1988 PMS 2D2-C 0.3 us Random

P6 1987 PMS 2D2-C 0.3 us Random
Pl 1982 PMS 2D-C N/A** Shift register
P5 - 1980 PMS 2D-C N/A Shift register
P3 1980 PMS 2D-C 1.0 us Shift register

* These versions correspond to probes having 32 photodiodes
with a nominal size resolution of 25 ym.
** N/A indicates that the measurement is not available.
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main types, the old version (PMS 2D-C) and the newer
version (PMS 2D2-C), which differ in electronic char-
acteristics. The mechanical and optical characteristics
of these two types are the same. All the probes were
operated at 25-um nominal size resolution and with
the new edge-element rejection facility on 2D2-C ver-
sions disabled. The effects of differences in the elec-
tronic characteristics will be discussed with the results
of probe intercomparisons in section 5. It should be
noted here that none of the old-type probes were used
during the subsequent ICE field campaign.

During the PREICE experiment six flights were per-
formed in various types of warm and glaciated clouds,
including stratocumulus, embedded convective clouds,
altostratus, cirrus, and cirrostratus. Both water droplets
and a wide variety of ice-crystal shapes were sampled,
as summarized in Table 2. A typical flight consisted of
measurement runs in cloud regions as homogeneous
as possible at several different airspeeds within the
overall range from 80 to 130 m s™'. A total of about
four hours of in-cloud data were obtained and analyzed.
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Before flight, all the probes were checked in the labo-
ratory for correct optical alignment and size calibration.

The DAS and probe configurations on the aircraft
are given in Table 2, the configuration of the probe
mounting points being shown in Fig. 2. A PMS 1D-C
probe was installed instead of a 2D version during two
of the flights (Table 2). The measurements from this
will not be discussed in the present paper, but they are
available in Gayet et al. (1990).

3. Data intercomparisons—General considerations

The following sections will be illustrated with some
specific examples selected from all the data recorded
during the experiment. A systematic analysis of the .
whole dataset (Gayet et al. 1990), however, has shown
these examples to be representative of the whole.

For the purpose of clarity, the probe 1 was selected
as a reference against which all others were compared.
This was a 2D-C model type and was operated in the
same mounting point and DAS configuration

TABLE 2. Summary of the probe and DAS configurations experienced during the flights. Cloud types, main
sampled particle habits, temperature ranges, and in-cloud durations are also indicated.

Probe Sampling
Flight mounting Probe Aquisition Cloud Sampled Temperature duration
number Date (1989) point?® number channel® type particles range (°C) (min)
1 17 February 1 P1 1
2 P5¢ A Sc Drizzle Oto—3 40
3 P4 2
4 P2 B
2 21 February 1 P1 1 Spatial
2 P3 2 As dentrites —25to —40 60
3 P4 Al Cs Aggregates
4 P2 B¢ Irregular
3 22 February 1 Pl 1 Bullet rosette
2 P5 2 Cs Aggregates —25t0 —40 30
3 P6 A Irregular
4 P2 B
4 24 February 1 P1 1
2 P4 2 Ci Irregular —37to —50 70
3 P3 A
4 P2 B
5 2 March 1 P1 1
2 ID-C —_ Ns Broad —-5t0 —15 15
branched
3 P5° A As Aggregates
4 P2 2 Irregular
6 2 March 1 Pl 1 Cg Drops,
columns
2 1D-C — As Broad +3 to —37 35
branched
3 P3 A Cs Irregular
4 P2 2

2 Numbers 1-4 refer to the probe mounting points indicated in Fig. 2.
b Numbers 1 and 2 refer to the aircraft DAS, and letters A and B to the PMS DAS channels, respectively.

¢ Probe not working during the whole flight.
9 DAS system operated for only a few minutes.
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FI1G. 2. Schematic view of the Merlin IV looking from in front of
the aircraft, showing the four probe mounting locations. These lo-
cations are 2.8 m ahead of the propeller disk.

throughout the whole experiment. Further, a single
method of data processing was employed to eliminate
software effects in the comparison of different probes.
This method provides the size spectrum distributed
over 30 channels, each having a 25-um resolution (25-
750-um size range), at 1-Hz frequency. The primary
sizing parameter used for all particle images is the mean
diameter, that is, the mean value of the image dimen-
sions measured parallel and perpendicular to the ori-
entation of the photodiode array. The sample volume
is the product of the sample area, the sampling time,
and the true airspeed. The sample area is itself the
product of the depth of field (DoF) and the effective
sample width (ESW) (Heymsfield and Baumgardner
1985, hereafter HB). During the present study, the DoF
used for each probe was obtained from values given in
the original user manual of the probe being processed.
These are shown in Table 3. Heymsfield and Baum-
gardner, however, have shown that the DoF for indi-
vidual probes may differ substantially from the theo-
retical values originally proposed by Knollenberg
(1970). This suggests that there may be some uncer-
tainty in the DoF values used, particularly for ice par-
ticles.

Before the presentation of the results of the probe-
by-probe intercomparison, we first discuss the mag-
nitude of errors caused by the use of different probe
mounting locations and different data acquisition sys-
tems.

a. Probe mounting location

Distortion of the airflow around aircraft structures
can affect measurements made with externally
mounted probes. Theoretical studies (see, for example,
King 1984) have illustrated the effects of the local flow
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field at different locations around the aircraft on particle
size and concentration measurements. Airflow model
predictions have also been verified by means of a pod-
mounted pitot-static sensor designed by the National
Research Council in Ottawa (MacPherson and Baum-
gardner 1988). Such investigations have not yet been
carried out for the Merlin nose-mounted PMS probes.
Nevertheless, the possible effects of the aircraft flow
field at the different mounting locations can be esti-
mated from the analysis of data obtained from various
different probe combinations. Figure 3 illustrates the
concentrations of particles measured by the probe 4,
which was first mounted in position 2 (upper right
looking toward the nose from in front of the aircraft)
and then in position 3 (lower left, see Table 2 and Fig.
2). These concentrations are plotted against the con-
centration of the reference probe 1 (position 1). For
one of these periods (flight 1), the aircraft flew in stra-
tocumulus with drizzle drops being observed, while for
the other (flight 4), cirrus containing irregular crystals
was sampled. Despite these differences in the particle
type, the best-fit equation curves show that concentra-

TABLE 3. Channel number, mean particle size, and sampling
surface values of each probe considered in the present study.

Sampling surfaces (mm?)

P2

Channel Mean size PS P4

number (um) P3 P1 P6
1 25 1.170 0.442 1.701
2 50 4.531 3.385 5.457
3 75 9.842 9.874 8.728
4 100 16.875 18.380 18.380
5 125 25.389 27.090 27.090
6 150 35.156 36.940 36.940
7 175 36.600 36.600 36.600
8 200 35.075 35.075 35.075
9 225 33.550 33.550 33.550
10 250 32.025 32.025 32.025
11 275 30.500 30.500 30.500
12 300 28.975 28.975 28.975
13 325 27.450 27.450 27.450
14 350 25.925 25.925 25.925
15 375 24.400 24,400 24.400
16 400 22.875 22.875 22.875
17 425 21.350 21.350 21.350
18 450 19.825 19.825 19.825
19 475 18.300 18.300 18.300
20 500 16.775 16.775 16.775
21 525 15.250 15.250 15.250
22 550 13.725 13.725 13.725
23 575 12.200 12.200 12.200
24 600 10.675 10.675 10.675
25 625 9.150 9.150 9.150
26 650 7.625 7.625 7.625
27 675 6.100 6.100 6.100
28 700 4.575 4.575 4.575
29 725 3.050 3.050 3.050
30 750 1.525 1.525 1.525
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FiG. 3. Comparison of the particle concentration obtained from
probe 4 and probe 1. Crosses represent measurements obtained by
probe 4 mounted in position 2; circles represents measurements ob-
tained with the same probe mounted in position 3 (see Fig. 2). The
symbols #, b, and r refer to the number of data points, the slope of
the best-fit curve equation, and the correlation coefficient, respectively.

tion measurements from probe P4 agree to within 5%
on both occasions.

The mounting location would be expected to affect
both concentration measurements and particle orien-
tation through distortion and shear of the airflow in
the vicinity of the probe sampling region ( Baumgardner
1983a). The orientation of ice columns (see Fig. 4a)
measured by probes in positions | and 3 (upper and
lower left) on flight 6 are reported on Figs. 4b and 4c,
respectively. The results show a strong preferential ori-
entation that has a mode value near 0° for both posi-
tions. Thus, the major axes of columnar crystals are
mainly orientated parallel to the direction of flight.

The concentration differences between probes P4
and P1, when both are mounted in the upper mounting
positions (2 and 1), do not differ significantly from
the values obtained when probe P4 is mounted in a
lower position (3). It therefore seems reasonable to
assume that the differences are due primarily to the
probes themselves rather than to any effect of the dif-
ferent mounting locations. This is confirmed by the
crystal-orientation measurements, which also show no
significant differences between upper and lower
mounting locations. It should be noted here that all
the data considered in this section were obtained during
periods of straight and level flight. Given the left-to-
right symmetry of the four mounting points, there
should therefore be no observable difference between
the two upper or lower mounting points. This would
not necessarily be expected to apply for any data ob-
tained during turns or asymmetric flight.

JOURNAL OF ATMOSPHERIC AND OCEANIC TECHNOLOGY
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b. Data acquisition systems

As described earlier, two different DAS systems were
in use simultaneously. The aircraft-DAS clock is slaved
to the aircraft true airspeed, whereas the PMS-DAS
clock was manually set to 4 MHz (which corresponds
to a nominal airspeed of 100 m s™'). Consequently,
the particle-size measurements, made with probes re-
corded via the PMS DAS, needed to be corrected for
differences between the actual true airspeed and the
nominal value. Since it was not possible to change the
probe-DAS connections during a single flight, results
necessary to examine the possible effects of each DAS
on the data from a particular probe had to be assembled
over different flights. Figure 5 shows measurements of
particle concentration made by probe 2 when used with
both the aircraft DAS and PMS DAS, relative to mea-
surements from the reference P1, which was recorded
via the aircraft DAS. There is reasonable agreement in
the slopes of the best-fit equation curves (1.11 against
1.27). This suggests that the two DAS systems, which
have different timing processes and data formats, pro-
vide information from which the particle concentration
can be obtained to within an accuracy of 15%. This is
no larger than the standard deviation due to the in-

M T H P e

" —_—
L‘LH"LH*H\rLHﬁH/
of fiight
a 9
30
b Position 1
20}
r
0f
g o
5 o0 60° -30° o 30 60°
]
g 30
20 |
10+
0 |
-90° -60° -30° 0° 30° 60°

Angle of orientation

FIG. 4. (a) Example of ice-column images obtained by probe 1
mounted in position 1 indicating the definition of the angle of ori-
entation 8 (from Baumgardner 1983a). (b) and (c) Histograms of
the angle of orientation of ice columns observed during flight 6 in
positions | and 3, respectively.
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Concentration (1-1)

Probe 2

Probe 1

Concentration (1-1)

F1G. 5. Comparison of the particle concentration obtained from
probe 2 and probe 1. Crosses represent measurements obtained by
probe 2 with the aircraft DAS, circles represent measurements ob-
tained with the PMS DAS. The corresponding best fits are also rep-
resented.

strument errors (25%-30%), which will be discussed
in section 5.

4. Results of the probe-by-probe intercomparison

Having quantified the errors on measurements due
to the use of different data recording systems and probe
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mounting locations, we now proceed to the intercom-
parison analysis between individual probes, with par-
ticular reference to the model type P1. Each probe-by-
probe intercomparison is presented in terms of slope
and intercept parameters and linear regression coeffi-
cient. According to the regression analysis proposed by
Baumgardner ( 1983b), the least-squares fit to the data
was calculated by minimizing the perpendicular dis-
tance from each point to the fitted line. Each data point
represents a 5-s mean value, and the regression line is
forced through zero when comparing concentration
measurements. For the purpose of this study, the best-
fit line and the regression coeflicient are used as means
of illustrating the agreement between the two mea-
surements and of indicating the scatter in the observed
data. The differences from one-to-one agreement in
the measurements will be interpreted as systematic er-
rors, whereas the observed scatter about the general
trend will reflect random errors.

The results of these linear regression analyses are all
summarized in Table 4. A blank entry in this table
indicates that the particular combination of probes and
airspeed ranges was not able to be examined from the
data that were obtained during the six flights.

a. Particle concentration

We refer to measurements in three size ranges of the
concentrations Cs, Cm, and Cl of particles larger than
50, 100, and 150 um, respectively. We do not consider
measurements in the smallest size channel (25 um),
as these are known to have large uncertainties ( see, for
example, Gordon and Marwitz 1984).

TABLE 4. Summary of the statistical results on particle concentration and mean volume size for each probe referenced to probe 1.

Particle concentration

Cs Cm Cl Mean volume size
Airspeed Flight
Probe range* b r b r b r ay b r n number

P2 1 1.24 .94 1.67 93 1.98 92 4 1.03 .84 98

2 1.37 97 1.54 .96 1.61 .94 6 1.03 .83 170 6

3 1.39 97 1.82 .93 1.97 .90 29 0.90 .88 80
P4 1 1.20 .96 1.61 .95 1.64 95 17 0.98 .96 182

2 1.34 98 1.87 .92 1.67 .96 22 0.93 95 229 1

3 1.30 96 1.71 95 2.05 80 9 1.05 95 27
P6 1 — — — —_— — — — —_ —

2 0.86 93 0.97 .87 0.87 .81 —14 1.04 84 164 3

3 _ _ — — — - — _ _
P5 1 — — — — — — — — — —

2 0.82 90 091 97 0.86 95 -13 1.03 95 292 3

3 _ — — — — — — — — -
P3 1 1.14 .78 1.05 .80 1.03 .87 -30 1.09 .66 72

2 0.88 .90 1.04 92 1.03 .83 24 0.92 .80 377 2

3 0.73 .85 0.86 .85 0.94 .80 32 0.89 73 153

* The numbers 1, 2, and 3 refer to measurements obtained for airspeeds that ranged from 80 to 90, 90 to 110, and 110 to 130 m s™!

>

respectively. The symbols ay, b, 7, and # refer to the intercept parameter, the slope parameter, the correlation coefficient, and the number
of data points, respectively. The regression line is forced through zero (a, = 0) when comparing measurements of particle concentration.
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1) RESULTS OBTAINED AT NOMINAL AIRSPEED OF
100 ms™'

For data obtained at an airspeed of between 90 and
110 m s™!, representative results are shown in Figs. 6
and 8 and Table 4, and the full results may be sum-
marized as follows.

1) For every probe, and for each of the three size
ranges, a linear relationship is found between the con-
centration measurements made by the probe being
tested and probe 1. The linear correlation coefficient
is generally greater than 0.90, which reflects a small
scatter about the best-fit line. Furthermore, the coef-
ficient of variation (the ratio of the standard deviation
about the best-fit line to the mean) does not change
significantly when the concentration increases. Table
5 illustrates the values of this coefficient when com-
paring probe 2 and probe 1. It is of the order of 25%
for particle concentration ranging from 10 to 120 17",
Similar values are found for the other probes. One ex-
ample of concentration intercomparison is displayed
in Fig. 6 (probe 4 versus reference probe 1). The data
were obtained at a temperature near 0°C in a strato-
cumulus cloud (flight 1) in which drizzle drops of up
to about 400 um in diameter were observed. The cor-
responding mean-size spectra for these two probes for
the same time period are displayed in Fig. 7.

2) For each probe, the values of the slope parameter
b appear to be systematically lower for the smaller size
concentration ( Cs) than for the larger size ranges (Cm
and Cl). For example (see Table 4), b = 1.37 for Cs
against 1.54 and 1.61 for Cm and Cl, respectively
(probe 2). This can be explained by the fact that the
value of the sampling surface (for a mean size of 50
um) of the reference probe 1 is smaller than the values
of the other probes (see Table 3). For larger particle
size, the sampling surfaces are similar.

3) The regression parameters can also be related to
the probe type. Two of the new version probes (P2 and
P4) overestimate the particle concentration relative to
P1 by similar factors when considering each size range.
For example, the Cs slope parameters are 1.37 and
1.34 for P2 and P4, respectively. On the other hand,
despite the fact that the probe 6 is a new version, it

TABLE 5. Coefficient of variation (¢/Cs) as a function of five dif-
ferent ranges of particle concentration (Cs). Here ¢ is the standard
deviation about the best-fit line (comparison between probe 2 and
probe 1).

probe 4 and probe 1 for three size ranges: Cs (50-750 gm), Cm

(100~750 pum), and Cl (150-750 pm) at an airspeed of 100 m s™'
. + 10%. The particles samples were drizzle drops in the stratocumulus
‘ cloud at temperature near 0°C.

Cs(1™) a (I a/Cs (%)
10 3.2 32
37 9.9 27
46 10.0 22
87 22.0 25
118 30.4 26
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FI1G. 7. Particle-size spectra obtained simultaneously
by the two probes 4 and 1, as in Fig. 6.

gives a similar response to probe 5 and probe 3 (2D-
C version). In fact, the relative concentration responses
of these three probes are similar when considering the
three size ranges. They reflect an underestimation factor
of about 15% for the smaller size range (the Cs slope
parameters range from 0.82 to 0.88). This result is
illustrated in Fig. 8, where the particle concentrations
simultaneously measured by the probes 6 and 1 are
reported. The data were obtained at a temperature of
—37°C in cirrostratus cloud associated with a warm
front (flight 3) in which the ice crystals were mostly of
the bullet rosette form.

2) EFFECT OF THE AIRSPEED ON THE
CONCENTRATION MEASUREMENTS

The effect of the airspeed was different for the dif-
ferent probes. Figure 9 shows the comparison of con-
centration measurements from probe 2 with those from
the reference probe 1. The comparison is shown for
the three size ranges defined earlier and for three ranges
of true airspeed (TAS): (a) 80 < TAS <90 ms™ !, (b)
90 < TAS < 110 ms™!, and (c) 110 < TAS < 130
m s~!. The data were obtained at a range of temper-
atures between +3° and —37°C in convective clouds
containing water drops and ice columns, and then in
altostratus and cirrus clouds containing mostly irreg-
ular ice particles (flight 6). The results show that the
probe overcounts (compared with probe 1), for par-
ticles larger than 50 um, by a factor that does not appear
to vary significantly as a function of the airspeed (1.30
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FiG. 9. Comparison of the particle concentrations obtained from probe 2 and probe 1 for the three size ranges already defined, Cs, Cm,
and Cl, and three airspeed ranges: (a) from 80 to 90 m s~!, (b) from 90 to 110 m s™*, and (c) from 110 to 130 m s™'. The data were
obtained at different levels (+3° to —35°C) in an embedded convective layer (where the particle were drops and ice columns) and then in
altostratus and cirrus clouds (irregular ice particles).

< b < 1.39). As previously discussed, the overcounting of these values. Similar results are found for probe 4
factors for the two larger size ranges (Cm and Cl) are (2D2-C version) (see Table 4).
larger, but there appears to be no airspeed dependence Figure 10 displays data obtained by probe 5 (flight
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3) for two ranges of airspeed greater than and less than
122 m s~! (dot and cross symbols, respectively). For
the lower range of airspeed, a close agreement (to
within around 15%) is observed between the concen-
trations measured by probe 5 and probe 1. At airspeed
greater than 122 m s™!, a large undercounting factor
(around 5) is observed. This suggests that probe 5 is
not reliable for airspeeds larger than about 122 ms™!.
This is thought to be due to a clock-rate limitation on
the shift registers that occur near 5 MHz. This char-
acteristic was, however, observed only with this par-
ticular probe and not with probes 1 and 3, which also
employ shift registers.

Comparisons of the concentrations measured with
the old version P3 and the reference Pl for the three
ranges of airspeed are shown in Fig. 11. The value of
the slope parameter of the smaller size concentration
(Cs) decreases from 1.14 to 0.73 when the airspeed
varies from 80 to 130 m s™!. As for the Cm and Cs
concentration responses, they are both in good agree-
ment ( =~ 1.04) for airspeeds lower than 110 m s~ and
then decrease to 0.86 and 0.94, respectively, for a larger
range of airspeed. These results confirm that the con-
centration response of the smallest particle size is af-
fected by the airspeed, as reported by Baumgardner et
al. (1986). B

In conclusion, the concentration responses are not
significantly affected by the airspeed in the range of 80
to 130 m s~ except for the two oldest version probes,
P3 and PS5, the latter, in particular, being limited to
122ms™".

b. Particle-size intercomparison
1) RELATIVE SIZE RESPONSE

Figure 12 shows the mean-size spectra obtained from
three probes, Pl, P2, and P3, during a run of 2-min
duration in cirrostratus cloud at a true airspeed of 110
ms~! (flight 6). The flight-level temperature was
around —35°C. The ice-particle population is com-
posed mainly of broad-branched crystals (as shown in
the upper-right corner of Fig. 12). All three sets of
measurements are characterized by a bimodal size dis-
tribution, with identical secondary modes centered
around 200 um. This suggests that the particle-size re-
sponse (after the image processing) of each probe is
nearly identical within the resolution of the device, that
is, 25 um.

Figure 12 also illustrates the concentration differ-
ences between each probe already discussed in the pre-
vious section. These differences are emphasized in Fig.
13, which represents the ratio of P2/P1 and P3/P1
concentrations as a function of the diameter. The re-
sults show a response factor that is different for the two
probes but in each case is roughly independent of par-
ticle size in the range 75-500 um (varying by less than
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FIG. 11. Same as Fig. 9. Probe 3 against probe 1. Data obtained in cirrostratus cloud (irregular ice particles).

25%). For larger particle sizes, the ratios are not sta-
tistically significant due to the small numbers of par-
ticles sampled in each channel.

2) MEAN VOLUME PARTICLE-SIZE RESPONSE

Whereas the previous paragraph concerned the abil-
ity of each probe to correctly identify a gross feature

of the size distribution, namely, the mode, the mean
volume size (Dv) concerns the ability to measure a
property of the overall shape of the size spectrum. The
mean volume size is defined so that half of the liquid
or ice water content is contained in particles larger than
Dv and half in particles smaller than Dv.

The regression parameters for the Dv measurements
of each 2D-C probe relative to the reference probe 1
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in a cirrostratus cloud. An example of corresponding sampled ice-
crystal habits is shown in the upper-right corner of the figure.

for the three ranges of airspeed earlier considered are
summarized in Table 4. For an airspeed of around of
100 m s~ ! and for any probe, linear relationships are
also observed between the two Dv measurements with
correlation coeflicients generally larger than 0.80. The
results show that the slope parameters are close to unity
(to within about 10% ) for each probe considered. The
intercept parameters do that reflect offset errors are less
than the size resolution of the device, that is, 25 um.
Figure 14 illustrates one example of mean volume size

L) T T T T T L] T H T
4.} 4
s | 3 |
P ra
B i [y}
= 3. L ' 1 ' E
g 1 i '
- )
e ol Lo
i l ]
8 - N I N ]
(]
s Probe 2 e[
2. L 1 H ' .
8 ' =
E g I_I ll
i \
L Vo H R
o !
[ v
) ! H
- h H ' P!
Lo bo]- —pmmmmmzpmnaf Tl — - mlo ol - - -~ Ad— - - 4o
o
-
= Probe 3 ! E'
H ot -4
Vo
]
[
0 i
. . . :
o 200. 400. 600. 800.

Diameter (pm)

F1G. 13. Ratio of the concentrations P2/P1 and P3/P1 as a function
of the diameter, from the same data as to the Fig. 12 results.
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F1G. 14. Comparison of the particle mean volume size obtained
from probe S and probe 1 at an airspeed of 100 m s™! = 10%. The
data were sampled in a cirrostratus cloud (bullet rosette crystals).

intercomparison using the data from probe 5, relative
to the reference probe 1. These data were obtained at
a temperature of —37°C in cirrostratus cloud, where
the sampled ice particles were mostly bullet rosette
crystals (flight 3). This example is representative of
comparisons involving all the probes used in this study.

The resuits in Table 4 also suggest that the airspeed
has no significant effect on the size response. We can
therefore conclude that the mean volume particle size
is measured to an accuracy of around 10% relative to
the reference probe over the whole range of airspeeds
and particle habits over which measurements were
made.

5. Discussion

From the statistical intercomparisons presented in
the preceding sections, the following main points may
be identified.

1) The coefficient of variation of concentration
measurements does not change significantly with in-
creasing concentration, mean values of around 25%
being obtained for all probes. This coefficient, which
reflects random errors about the best-fit line through
the data, may therefore be attributed to the measure-
ment errors in the instruments compared and, to a
lesser extent, to the natural cloud concentration fluc-
tuations. (Identical cloud lengths are sampled by each
probe compared.)

2) Differences in the slope of the best-fit line from
unity may be interpreted in terms of systematic errors
such as malfunctioning of the instruments. Depending
on the probe considered, a wide range of discrepancies
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in particle concentration measurements relative to
those obtained from the reference probe are observed.
These correspond to overall relative errors of up to
50% and produce both undercounting and overcount-
ing relative to the reference probe.

When considering the two new version probes P2
and P4, both overestimate the concentration with a
factor of around 1.5 relative to probe 1. The concen-
tration response of the other new version probe (P6)
is significantly different and appears to give good
agreement with the reference probe. Nevertheless, a
careful examination of the raw images issued from the
probe 6 shows a loss of pixels in the image digitization
(see examples of such images on Fig. 15). This problem
of digitization may affect the sizing and therefore lead
to an underestimation of concentrations if no subse-
quent size corrections are made. The reason for the
observed loss of image pixels may be explained by a
power loss in the laser that results in a low signal-to-
noise ratio at the photodetector module. Unfortunately,
no further laboratory investigations were made on this
probe during the PREICE experiment, and it was tested
only during one flight (flight 3).

As for the concentration responses of probes 5 and
3, they are found to be in a rather good agreement with
the reference probe 1 (to within about 15%). These
three probes are of a similar version (2D-C).

From the preceding discussion, the observed dis-
crepancies in particle concentrations made by the dif-
ferent probes seem to be related primarily to the probe
version. There are several differences between the two
types (see Table 1). It has already been noted that the
mechanical and optical characteristics of these two
versions are identical. By contrast, there are two main
electronic differences.

1) The response time of the photodetectors in an
old model probe was found to be significantly longer
than the newer model [1.0 and 0.3 us, respectively;
Albers (1989)]. It would be expected to affect primarily
the smaller size channels (and the subsequent sample

R b R
e b b R L[
FIL B Pl P
1L PELbAT

FI1G. 15. Example of images sampled by probe 6 during flight 3
showing the problem of loss of pixels in the image digitization.
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volumes), causing a greater degree of undersizing than
for larger particles, as shown theoretically by Baum-
gardner et al. (1986). These authors also proposed air-
speed corrections on size and sample volume to ac-
count for electronic response-time problems. Relative
size dependency of the measurement discrepancies,
however, was not generally observed, particularly for
the smaller size channels, and most of the discrepancies
in concentration are predominantly size independent
(i.e., Figs. 12 and 13).

2) In 2D2-C probe the image slices are stored via a
random access memory (RAM) that operates faster
than the shift registers used in the old version. Exam-
ination of the raw data simultaneously obtained by
two probes (new and old versions, P4 and P1, respec-
tively) has shown that the buffers of probe 4 contain
approximately 50% more images larger than 200 ym
than do the buffers of probe 1. The reason why this
apparently results in 50% larger particle-concentration
measurements, however, is not clear.

The determination of the sampling area may also
be a source of probe discrepancies. The sample volume
of the probe is the product of the sampling area and
sample duration. The sample area is dependent on the
particle size, and hence, any errors in its evaluation
will be likely to produce size-dependent errors in con-
centration. The sample duration is the nominal aver-
aging period minus any periods for which the probe
was overloaded and therefore not recording images.
Any errors in the measurement or processing of the
overload time will produce errors in the sample volume.

In conclusion, the discrepancies in particle-concen-
tration measurements appear to be related primarily
to the differences between old and new probe versions
through the use of updated, faster electronics in the
latter. These effects on measurements appear difficult
to separate and to quantify from airborne data such as
described in this study, given the uncertainties that were
noted earlier in defining the probe depth of field for
particles smaller than 150 um. In order to quantify the
latter, it may be necessary to plan laboratory experi-
ments similar to those performed on forward-scattering
spectrometer probes (FSSPs) (see, among others, Cerni
1983) and wet wind-tunnel tests, such as described by
Gayet (1988).

6. Other sources of uncertainty to be considered

We have emphasized in the previous section that
several combined sources of error may explain the no-
ticeable differences in concentration measurements
when comparing several instruments. Additional
sources of error inherent to the probe working may
also be evidenced by testing different methods of de-
termining the sampling-time duration. The method of
data processing used for data earlier in this paper de-

termines the sampling time as f;; = feng — fstart — fovs
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where £y, and f.,g are the start and end times of the
image buffer and £, is the overload time that is recorded
for each separate buffer. These time parameters are
issued from the aircraft DAS. The sampling time can
also be taken (for a single image buffer) as the sum of
the interimage elapsed times fy,. The interimage elapsed
times are provided by the probe.

Both of these methods for determining the sampling
time were used on a dataset obtained from a single
probe (P6 during flight 3). Figure 16 shows the com-
parison of concentration measurements obtained with
the two methods for particle larger than 100 um (the
airspeed is around 110 m s™!). The results show two
distinct responses for different data points. At some
times there is a close agreement between the two meth-
ods, and on other occasions there is a significant un-
dercounting when using f,,. The discrepancies, which
are solely due to differences in the two sampling time
durations (with ty, much greater than f,), have been
found to be due to sporadic error in the coding of the
elapsed times between individual images generated by
probe 6 [full 24-bit time bar; Albers (1991)]. This
clearly appears in Fig. 17, which shows the distribution
of the interelapsed time intervals obtained in the con-
ditions of Fig. 16. The marked peak that occurs at a
sampling time of 4.2 s is spurious and leads to large
errors on concentration measurements. When the spu-
riously large elapsed times that occur between some
images are rejected, the two methods of sample time
determination are found to give very similar results to
those shown in the good-agreement area in Fig. 16.
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FIG. 16. Comparison of the particle concentration obtained from
probe 6 by using two methods of sampling-time determination (A
and B) and for the particles larger than 100 um (Cm). The regression
parameters are calculated only for measurements having a correct
coding of the time parameters. Irregular ice particles were sampled
(flight 6), and the airspeed is about 110 m s,
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FI1G. 17. Distribution of the interimage elapsed times measured by
probe 6 during the flight 6 (from Albers 1991).

The relative discrepancies evidenced in previous
sections will obviously be reflected in measurements
of derived cloud microphysical quantities, such as ice
water content (IWC) or visible extinction coefficient
0. As is usually the case, the particle shapes found in
the atmosphere do not correspond to any of the pure
crystal types found in textbooks. Consequently, the 2D
data-processing methods (see the review of Heymsfield
and Baumgardner 1985) cannot classify the more ir-
regularly shaped images introducing inherent errors in
the size-mass relationships (Darlison and Brown
1988). Furthermore, the use of different software
packages, as developed by each participating organi-
zation, can also introduce differences in measurements
that have a similar magnitude as those evidenced in
this study (Gayet et al. 1990). Attempts are being made
to estimate IWC separately from measurements of the
size spectrum, using a total water content probe (Brown
1993). The magnitude of errors in these direct inte-
grated measurements is currently quite large, but it
appears that such methods may have some benefit in
identifying gross errors in 2D probe measurements,
whether the latter are caused by software or hardware
problems.

7. Conclusions

During the PREICE experiment, six different 2D-C
probes were tested and compared. Three of these probes
were new versions (2D2-C); the others were original
instruments (2D-C version ). From a systematic anal-
ysis of all the data obtained in a variety of glaciated
and unglaciated clouds, the following conclusions may
be drawn.
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1) The use of different external mounting points on
the aircraft and the use of two different DAS’s generate
uncertainties that are small compared to those asso-
ciated with the individual probes themselves.

2) The mode sizes measured by all probes agree to
within the nominal resolution (25 um). Mean volume
sizes differ by less than 10% for the whole range of
airspeeds and particle habits encountered in this study.

3) The concentration response factors are roughly
linear over the range of concentrations considered
(<250 17"), with random errors of about 25%. These
response factors were found to be generally indepen-
dent of the airspeed, up to 130 m s™!, except for the
two oldest probes.

4) Individual probes show large relative differences
in particle-concentration measurements of up to a fac-
tor of about 1.5. These differences are predominantly
size independent and are found to be linked to the
probe version. The 2D2-C probes appear to detect
around 50% more images than the 2D-C instruments.
These differences are related to the faster electronic
circuitries of the updated version. Some of the dis-
crepancies between individual probes, however, are due
to the uncertainty in the definition of the depth of field.
There is a need for both laboratory experiments and
wet wind-tunnel studies in order to quantify these errors
for a wide range of cloud characteristics and airspeeds.

5) The use of two different methods of calculating
the sampling duration showed that additional sources
of errors could result from probe timing malfunctions.
Without subsequent software corrections, the effect can
lead to unreliable concentration measurements.

These results will be used to assess the relative ac-
curacy of microphysical measurements obtained during
the major field phase of the ICE experiment. It is hoped
that a common data processing scheme will be em-
ployed. Due to fundamental differences between the
types of data recording systems used on each of the
aircraft employed in the main experiment, however,
unavoidable differences will remain. The PREICE ex-
periment illustrates that a considerable amount of care
is necessary when comparing measurements made
during multiaircraft experiments.
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