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ABSTRACT

The low stratiform cloud model presented here appears as a generalization of Lilly’s model (1968). Its
main new apsects lie 1) in a detailed vertical computation of the longwave and the shortwave radiative
flux profiles and 2) in a formulation of the entrainment rate and the turbulent flux profiles which takes into
account the nonlinear vertical structure of the radiative fluxes. Furthermore, the radiative divergence
is no longer externally prescribed, like in other models; it is determined as function of the mixed-layer
and cloud characteristics. All these features allow a more complete coupling between the turbulent mixing
and the radiative fluxes. Within the cloud, the turbulent flux profiles of the moist static energy and the
virtual dry static energy are nonlinear functions of height, due to the radiative divergence. This nonlinear
structure results in a realistic negative entrainment flux at cloud top.

In the sensitivity tests, the stress has been put on the variability of the radiative and turbulent fluxes
as functions of the cloud microphysics. The result is that the integrated liquid water content (liquid
water path) is the predominant factor in fixing the radiative and turbulent fluxes, with a secondary but
non-negligible role played by the drop size distribution.

For optically thin clouds where the shortwave absorption is negligible, the infrared cooling is dis-
tributed throughout the whole cloud and is highly sensitive to the liquid water path; thus the turbulent
fluxes and the entrainment rate also depend strongly on the liquid water path.

When increasing the liquid water path, the longwave cooling becomes saturated and localized in a layer
of progressively reduced thickness at cloud top. Thus for thick clouds, with no solar flux, our model
gives results which are similar to those of Lilly-type models.

The solar heating does not saturate as the liquid water path increases. Moreover, since it is distributed
throughout the cloud deck, it not only reduces the radiative divergence and the turbulent kinetic energy
production at cloud top, but it also acts as a source of this latter energy component near the cloud base.
The overall result is a noticeable reduction of the entrainment rate. This suggests a strong diurnal cycle for
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thick stratocumulus decks.

1. Introduction

Clouds act as a very efficient modulator of the
carth’s radiation budget. Depending on their type
and temperature, they can have either a positive or a
negative effect on the radiative balance. Extended
persistent clouds of the mixed layer are particularly
important in this context and their parameterization
is a critical point in climate modeling.

The state of equilibrium of a cloud-topped mixed
layer is determined by competition between radia-
tive cooling, entrainment of warm and dry air from
above the cloud, large-scale divergence and turbulent
buoyancy fluxes. Entrainment is itself dependent on
the radiative fluxes which, in turn, depend on thermo-
dynamical and microphysical cloud properties.

0022-4928/81/051049-14$07.50
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For Lilly (1968), Schubert (1976) and Kraus and
Schaller (1978a) (hereafter denoted as Lilly-type
models), the radiative cooling was assumed 10 be
confined to an infinitesimally thin inversion layer
located just above the cloud top, so that it did not
contribute to the generation of turbulence in the
mixed layer. On the contrary, for Kahn and Businger
(1979), the mixed layer is driven convectively by
radiative cooling which occurs in the layer ~ 100 m
thick in the upper part of the cloud deck. This latter
assumption is in better agreement with the observa-
tions of Paltridge (1971, 1974a), Platt (1976) and
Stephens et al. (1978) who reported radiative diver-
gence layers with thicknesses largely exceeding
100 m.
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Fi6. 1. Schematic profiles assumed for 4 and o and cloud pro-
files of g(z) and /(z). For clarity of presentation, the slopes of the
lines g(z) and /(z) are considerably exaggerated. The jumps Ah
and Ao are located in the inversion zone between z; and H. For
radiative computations (Section 3) six layers are considered
between cloud base z; and level z,, the mean height of the upper
excursions of the cloud top.

In order to account better for these observations,
Deardorff (1976) and Schubert e al. (1979) spread
radiative cooling vertically over both the inversion
and the mixed layers. However, the adopted parti-
tion is still arbitrary and the effect of the radiative
divergence on the entrainment and the turbulent
flux profiles is only partially considered.

More recently, Randall (1980a) emphasized the
interaction between radiative fluxes, entrainment
and turbulent flux profiles. He showed that a cloud-
topped mixed-layer model is highly sensitive to the
thickness of the radiative divergence zone, par-
ticularly over cold seas and/or in the presence of
strong subsidence.

The partition of the radiative divergence between
the mixed and the inversion layers is obviously
arbitrary. To avoid this difficulty we compute ex-
plicitly the solar and the infrared flux profiles within
these two layers. :

In Section 2 we present a formulation for the tur-
bulent fluxes and the entrainment rate. The compu-
tational procedure for the radiative flux profiles is
described in Section 3. In Section 4, with a diag-
nostic version of our model, we used Lilly’s 1968
experimental data to calibrate the abovementioned
procedures. We then made tests of the effect of the
location and the intensity of the radiative divergence
on the turbulent flux profiles and the entrainment
rate (Section 5). These tests were carried out by
simulating variations in the microphysical cloud
properties; they clearly show the strong coupling

JOURNAL OF THE ATMOSPHERIC SCIENCES

VoLUME 38

between radiation and turbulent mixing in low strati-
form clouds.

. 2. Formulation of entrainment rate and turbulent

flux profiles

A schematic representation of the cloud-topped
mixed layer is given in Fig. 1. Due to turbulent mix-
ing, the moist static energy h = C,T + gz + Lg
and the sum o = g + [ of the water vapor g and
liquid water / mixing ratios are considered as con-
servative quantities within the mixed layer. In these
two definitions the other quantities have their usual
meanings. The top of the mixed layer, which coin-
cides with the mean cloud top, is H while z. is the
condensation level. The inversion zone is located
between level H and top level z,. Within this zone,
we define discontinuities in 4 and o, respectively,
Ah = hy — hand Ao = qp — o, where hyand g7 are
externally specified parameters at level z;. Small
convective cloud turrets of mean cloud-top alti-
tude z, penetrate into the inversion zone (Dear-
dorft, 1976).

.a. Entrainment hypothesis

Lets, = C,T(1 + 8q — I) be the virtual dry static
energy (8 = 0.608) and F,,(z) be its vertical turbulent
flux at level z. A formal integration of F,,(z) through
the mixed layer gives the integral

H
J=H" J Fo(2)dz =P + N,
0
where P and N, the positive and negative com-
ponents of J, are proportional, respectively, to the
production and destruction terms of the turbulent
kinetic energy in the mixed layer.

Following Kraus and Schaller (1978b) and neglect-
ing any turbulent mechanical term, we assume a
constant ratio k> between |N| and P. This entrain-
ment hypothesis can be written as

k*P + N = 0. 2.1)

The exact value of &£ is not well known (Dear-
dorff, 1980b). However, for the time being, we take
k = 0.2, corresponding to a clear convective mixed
layer. -

b. Turbulent and radiative fluxes

The solution of (2.1) requires knowledge of the
turbulent buoyancy flux profile F,(z). The relations
between F,,(z) and the turbulent fluxes of moist
static energy [F,(z)] and total water mixing ratio
[F(z)] were first established by Lilly (1968). Using
Schubert’s (1976) formalism and notations, they are

Folz) = Fp(z) — (1 — 8€)LF(2) (2.2)
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in the clear atmosphere below the cloud base and
Fo(z) = BFu(z) — €LF,(2) (2.3)

within the saturated cloudy atmosphere. The param-
eters € and B are defined in Schubert (1976). They
vary slowly with height. In the following discussion
we calculate them at the condensation level only.

Since o is constant with height, its turbulent flux
must be linear with respect to z so that

Fo(2) = (Fo)s — ZH(Fo)s — (F3)ul, (2.4)

where, the subscripts S and H refer to the surface
and to the top of the mixed layer, respectively.

Egs. (2.1)-(2.4) are commonly used in all Lilly-
type models. Another fundamental assumption is
that the radiative flux divergence occurs entirely in
the inversion zone and not in the mixed layer. In this
paper, in order to test the influence of the radiative
process upon the turbulent fluxes, we take into ac-
count the radiative divergence which occurs in the
mixed layer.

Assuming no horizontal advection, the conserva-
tion equation of 4 is

oh 0

— = — — [FR(2) + R(2)],

P, ™ n(2) @1

where p is the air density and R(z) the net radiative
flux at level z, including the longwave flux RL(2)
and the shortwave flux RS(z) so that

R(z) = RL(z) + RS(2).

Since 4 is independent of z, it clearly comes out
that it is the sum F,(z) + R(z) which is linear with
respect to z and not F,(z) alone as assumed in Lilly-
type models. This argument leads us to write

Fy(@) = (Fy)s — zH'[(Fp)s — (Fru
+ Rs — Ryl + Rg — R(z). (2.5)

If the radiative flux is assumed constant in the
mixed layer as in Lilly-type models {R(z) = Ry
= Ry], all the radiative terms vanish in (2.5) and
F,(z) and thus F,(z) become linear.

On the contrary, in the present paper, we relax
this oversimplification by calculating the net radia-
tive fluxes at different levels, as functions of the
mixed-layer and cloud characteristics. Thus in the
cloud, the divergence of the radiative profile R(z)
leads to a nonlinear structure for F,(z) in (2.5) as
well as for F,(z) in (2.3). This allows a more complete
interaction between radiative and turbulent fluxes.

To close the system (2.1)-(2.5), we express the
turbulent fluxes (F,); and (F,)y at level H in terms
of the entrainment rate w, (Lilly, 1968)

C. FRAVALO, Y. FOUQUART AND R. ROSSET
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(Fnu = (2.6)
(Fo)y = 2.7

In (2.6) Ry — Ry is the net radiative heat loss of
the inversion layer, mostly due to the liquid water
content of the cloud turrets.

Finally, in the present model, the radiative diver-
gence occurs in the mixed layer [see Eq. (2.5)] as
well as in the inversion zone [see Eq. (2.6)] since
as reported by Deardorff (1980b) *. . . it does not
appear reasonable to assume that all of it occurs
either in the well-mixed layer or in the capping in-
version alone.”’

—pWeAh + RT - RH’
—pw Ac.

¢. Upper and lower limits for w,

The vertical integration of the buoyancy fiux
within the mixed layer is found from Egs. (2.2)-
(2.7) and we may write the integral J as

J = Vo(A(FE)s + As(Fg)s + Jr
— pwA(BA, + A3)Ah
— [eA, + (1 — 8€)A5]1LAG)), (2.8)
with
A= (1—55)2= 1 - Ay
H
A= (2 =1-a ©.9)
fea e
and
(F&)s = B(Fn)s — eL(Fg)s ] . @.10)
(Fu)s = (Fr)s — (1 — 8e)L(Fy)s

In (2.10), (F¥)s and (F,,)s represent the surface
fluxes of s, in cloudy (2.3) and clear (2.2) conditions,
respectively. .

In (2.8), Jr is the contribution of the radiative
terms to the net turbulence with

Jo=(BAs + A)(Ry —R) — 2H! [ “[RG@) - Rsldz

0

H
- Z,BH"J [R(z) = Rsldz. (2.11)
2c

Our computations show that the contribution of
the radiative fluxes to the turbulence is a function
of both the overall difference R, — R and the inte-
grated value of R(z) — Rg, while in Lilly-type
models this last contribution is always neglected.

In the present study the net turbulence within
the mixed layer is non-negative (J = 0). The upper
limit of the entrainment rate is thus given by the
condition J = 0 (Ball, 1960), viz.,

A(F)s + Ax(Fo)s + Jr

(We)max

T {(BA, + Ay)Ah — [eA, + (1 — 50 As)LAG) |

(2.12)
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Practically, the condmon (Wodmax > 0 is always
satisfied for stable stratocumulus situation.

Moreover, to prevent instabilities at the inversion
level, (F,,)y; must remain non-positive, whereas the
quantity BAh — eLAo must be positive (Randall,
1980b; Deardorff, 1980a). Using (2.6), (2 7) and
(2.3), we have

(Fo)y = B(Rr ~ Ry) — pw(BAh — eLAo). (2.13)

Since R; — Ry is always positive, the minimum
entrainment rate is defined by

B(Rr — Ry)
p(BAh — eLAo)

(We)min = (214)

d. Algorithm for calculating the turbulent flux
profiles and the entrainment velocity

With the entrainment hypothesis formulated in
(2.1), and assuming that the surface fluxes [(F,)s
and (F,)s], the mixed-layer and cloud characteristics
and the net radiative flux profiles are known, the
iterative procedure we propose for calculating the
turbulent flux profiles and w, is as follows:

(i) Perform numerical integration of the difference
R(z) = [RS(z) — RSs] + [RL(z) — RLg] and . cal-
culate J; from (2.11).

- (ii) Apply (2.12) to derive (W,)max and (2.14) to
derive (W) nin- Note that for w, = (Wo)pax, P = —N
(J = 0), leading to k2P + N < 0 since k? < 1.

(iii) Initialize w, = [(Welmax + (Welmin}/2-

(iv) Derive (Fy)y and (Fz)y from (2.6) and (2.7),
F,(z) and F;(z) from (2.4) and (2.5) and finally, the
profile F,(z) from (2.2) and (2.3).

(v) Determine the region(s) of negative F(z).

(vi) Calculate J from (2.8) and perform the
numerical integration of the negative part of F(z)
to obtain N and then P =J — N.

(vii) Find the sign of k2P + N and then find w, by
a dichotomic process repeating steps (iv)-(vii) until
(2.1) is satisfied.

_If the condition (W)payx = \(We)min is satisfied there
exist a unique solution for w, which satisfies (2.1)
together withJ = 0 and (Fg)y < 0

Our algorithm is no longer relevant in two cases:

1) When the inversion strength decreases (A4
and/or Ao — 0). In this case, the denominator in
(2.14) decreases faster than in (2.12): this results in
(Wedmin = (Wedmax- This situation corresponds to an
intense entrainment leading to rapid dissipation of
the cloud cover.

2) When the production of turbulent Kinetic energy
as expressed by the first three terms in (2.8) weakens
(e.g., over very cold seas and/or for very weak radia-
tive cooling). This occurs for large H values and thin
clouds. In this case, the energy budget should in-
clude the mechanical terms.
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3. Parameterization of radiative fluxes

To test the sensitivity of the model to both the
location and intensity of the radiative divergence,
we must determine the radiative flux profiles RS(z)
(shortwave) and RL(z) (longwave) and their depend-
ence on moist air characteristics.

a. Cloud characteristics

There is experimental evidence of vertical gra-
dients in both liquid water contents pl(z) and drop
size distributions’in low stratiform clouds (Paltridge,
1974a; Stephens et al., 1978). To account for these
variations, we divide our modeled cloud into six
layers. We must then specify in each cloud layer,
temperature 7, water vapor g and liquid water [ -
mixing ratios and the drop size distribution.

In the cloud, the vertical temperature gradient is
moist adiabatic. As a consequence of the basic
hypothesis of the model (see Section 2 and Fig. 1),
the profiles of the water vapor and the liquid water
mixing ratios are fixed: these two quantities increase
linearly with height as shown in Fig. 1. However,
observed liquid water contents (Paltridge, 1974a)
are much lower than their predicted adiabatic
values.

Part of this dlscrepancy is probably due to a sys-
tematic underestimate of the liquid water content
measurements which are notoriously difficult. How-
ever, the entrainment of dry air from above the
cloud may considerably reduce the liquid water
content principally near the cloud top. For sim-
plicity we assume that this reduction affects the
cloud everywhere and we introduce a constant
‘‘diabatism’ coefficient’” A, equal to the ratio be-
tween real and adiabatic (A = 1) liquid water mixing
ratios. Obviously, this coefficient must be adjusted
using statistics based on the mean cloud deck alti-
tude, cloud age and entrainment intensity. In the
following, different values of A are specified in our
sensitivity tests.

Using the Clausius-Clapeyron equatlon the hquld
water path for each cloud layer of thickness Az is

» < gpo
W= l(z)dz = —————A Az)?, (3.1
|| oz = -£2% SAG, 6.
where y = Liq*/(R,C,T? and a = y — Lg*/(R,T),
with g*, the saturated value of o at temperature T,

and R; and R, the gas constants for dry air and
water vapor, respectively.

The cloud radiative properties are defined by the
extinction and the scattering cross sections and the
scattering function. According to Mie theory, these
parameters are complex functions of wavelength and
drop spectrum. In order to save computational time,
the drop spectrum of each cloud layer is repre-
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sented by its effective mean radius
-1
Fo = Jr:’n(r)dr H r’n(r)dr ] s

where n(r) is the spectral density at radius r. This is
a crude but reasonable approximation since the cloud
optical thickness 7 in the shortwave region is related
to r. by 7 = 3W/2r, (Stephens, 1978b). This result
is also consistent with the use of approximate
methods of resolution of the radiative transfer
equation. The scattering parameters are calculated
from Mie theory for monodispersed distributions
of radius r,.

Most of the published experimental drop spectra
(Feigelson, 1964; Paltridge, 1974a) show that both
the liquid water mixing ratio / and the mode radius
rn of the drop spectrum increase with height. After
Paltridge (1974a), we adopt the empirical relation-
ship (with r,, in um) ‘

o = 30pl + b.

The value b = 2 um is typical of marine strato-
cumulus (Stephens, 1978a). Furthermore, assuming
a modified gamma distribution, r, and r,, are related
by r. = %2r,, thus giving a linear increase for r, from
the base to the cloud top.

The microphysical and thermodynamical cloud
properties are now completely defined. The impact
of variations of the microphysical properties on the
cloud model can then be evaluated in terms of
fluctuations of the two empirical parameters A and b
which determine the liquid water path (A) and the
drop spectrum (A and b). For further convenience
in the discussions of Sections 4 and 5, we adopt a
unique equivalent mean radius 7., averaged over the
whole cloud and defined as 7, = 3W/27y, where W
has been calculated in (3.1) with Az = z;, — z, and
where 7 is the total cloud optical thickness in the
visible range (A = 0.5 um).

Finally, the moist static energy # and the water
vapor mixing ratio g are fixed at their (unique)
mixed-layer values below the cloud. Above the z;,
level, h(z) and g(z) are assumed linear, rejoining
the standard atmosphere at 5000 m.

b. Radiative transfer

The radiative transfer equation defining the dif-
fuse radiance / at frequency v is
di(v, p)

dr

I

+1

= ~IV(T, /J‘) + 1/2(1),, J I‘V(M’ M’)IV(T’ /‘L’)dﬂ"

-1
+ I/Zw,,F,,F,,(M, Iu'O) CXP(_TV/IJ'O)- (3'2)

In this expression u = cosé, where 6 is the zenith
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angle and #F, the incident solar irradiance in the
direction u, = cosf,. We also define K,(z) the ex-
tinction coefficient,

2
-
Zp

the optical depth, obviously frequency dependent,
w, = £,/K, the single-scattering albedo, with &, the
scattering coefficient and T',(u, ') the scattering
phase function defining the incident light at u.’ which
is scattered in the direction u. For longwave radia-
tion, where thermal emission is important and solar
radiation negligible, a term (1 — w,)B,(7) with B,(7)
the Planck function at temperature 7(r) replaces
the last quantity in (3.2).
The net radiative flux is

K.,(2)dz,

oo

R(r) = J

0

R,(T)dv = 2 r J o uwl, wdpdy. (3.3)

0 -1

Approximate methods of resolution of (3.2) are
generally of poor accuracy with regard to the radi-
ance field, but in the present case we are concerned
with the radiative flux, for which these methods
generally yield results which agree within 5% with
exact results (Lenoble, 1977). More precisely, the
disagreement between exact and approximate re-
sults is particularly noticeable in the solar range for
strong absorption. This is a consequence of the
marked anisotropy of the scattering phase function.
In the thermal infrared, the accuracy is much better,
mostly because the source function (1 — ,)B,(7) is
isotropic, but also because the scattering phase func-
tions are much smoother at these wavelengths.
Basically, we retain the same method for both solar
and thermal infrared and use the Eddington approxi-
mation in a version similar to that of Shettle and
Weinmann (1970). However, we take into account
for the anisotropy of the phase function in the solar
range for which we use a method called ‘‘double-9
Eddington’’ by Lenoble (1977).

c. Shortwave radiation

Only scattering and absorption by atmospheric
gases and particles occur in the shortwave region.
Nevertheless, the strong anisotropy of the scattering
function and the interactions between scattering
and molecular absorption need special attention.

In the present model, the shortwave radiative
fluxes are calculated using a method described by
Fouquart and Bonnel (1980). The major difference
with Fouquart and Bonnel’s parameterization is that
for uniformity with the longwave range, we use the
double-5 Eddington approximation instead of the
exponential kernel. Tests of the accuracy of the
double-8 Eddington approximation can be found in
Lenoble (1977) and this method appears to be one of
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the best approximate methods. Since this method
has never been presented, we find it necessary to
discuss it here.

As shown by Wiscombe and Joseph (1977), the
Eddington approximation predicts cloud albedo
and absorptivity reasonably well for phase functions
having the asymmetry factor (cosf) =< 0.5. Now,
the intensity of the diffraction peak increases with
the Mie parameter x = 27r/Ax. Thus, in the short-
wave region, cloud scattering phase functions ‘ex-
hibit a very sharp peak for small scattering angles,
giving high values of the asymmetry factor. Im-
proved approximated methods such as § Eddington
(Joseph ef al., 1976), § two stream (Schaller, 1979)
or exponential kernel (Wang, 1972) assume that the
intensity diffracted forward is transmitted directly;
they differ in the assumption of the fraction of
intensity scattered into the foreward peak. In the
double-§ Eddington approximation we proceed in
two steps. The original phase function I'(9) is first
truncated (Potter, 1970) by extrapolation from out-
side the peak (we chose 8 = 10°); the remainder of
the phase function is left intact. The new phase
function I'"(6) is considerably smoother but still
highly asymmetric. We thus follow the procedure
that Wang (1972) applied to the exponential kernel:
the part of the new phase function I''(6) which is
assumed to be directly transmitted is chosen so that
the integral of I'(8) from 90 to 180° is consérved.
Finally, we obtained a phase function such that the
integrals « ’

10°
J I'(®)d(cosh) [forward scattering)
Jo

180°

L

are approximately conserved. The improvement is
particularly important for strong absorption for
which cases the 8-Eddington approximation some-
. times gives unrealistic resuits.

The combination of scattering and molecular
absorption is handled by a technique based on a
probability distribution of the amount of absorber.
This technique enables us to calculate the mean
amount of absorbing gas encountered by the radia-
tion emerging at a given level since entering the
atmosphere. The problem- is then reduced to the
standard problem of computing the attenuation of
the solar beam in a clear atmosphere; absorption
by water vapor, carbon dioxide, ozone, liquid water
and aerosols is calculated in a simple way using
accurate band models. The initial spectral data are
extracted from the Lowtran 3b model (Selby ez al.,
1976). Using a single interval for the whole solar

spectrum, Fouquart and Bonnel (1980) obtained the
heating rate with an accuracy of the order of a few

and

f(O)d(COSO) [backward scattering]
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- percent when compared to the calculations using

high spectral resolution.

d. Longwave radiation

The method used to compute longwave radiation
has been described by Morcrette (1978) where tests
of accuracy can be found. Globally, the maximum
discrepancy for the cooling rate of a clear atmos-
phere is less than 1 K day™* when compared to
Rodgers and Walshaw (1966). In cloudy conditions
when the radiative divergence is considérably en-
hanced by the liquid water absorption, the percent-
age error is strongly decreased. Eq. (3.2) where the
last term is replaced by (1 — w,)B,(7) is still solved
by means of the Eddington approximation. To keep
simple analytical solutions we had to assume that
B,(r) is linear with respect to r in each layer. Fol-
lowing Wiscombe (1976), the average error ir B,(7)
for layers of around 1. km thick is roughly .less
than 5%. As the atmosphere is divided in 24 layers
(six in the cloud), the actual error must be con-
siderably smaller.

The transmission functions for water vapor and

. carbon dioxide are expressed by a sum of ex-

‘pouentials, i.e.,

Thlu) = i a; exp(—k;u),

i=1

(3.4)

where u is the amount of absorber.

The spectral data for the 6.3 um and rotation band
of water vapor and the », band of carbon dioxide
near 15 um have been extracted from Rodgers and
Walshaw (1966). The so-called e-type absorption
which occurs in the atmospheric window. is taken
into account, using mean absorption coefficient
computed from Roberts et al. (1976):

3.5

where ¢ is the water vapor partial pressure. Alto-
gether 25 spectral intervals are used for the longwave
range. Because of the major importance of the win-
dow emission in a cloudy atmosphere, eight spectral
intervals lie between 800 and 1200 cm™.

In all spectral intervals, the accuracy of fit of
Eq. (3.4) is better than 1%. Since we are mostly
interested in cloudy cases for which the liquid
water absorption is large, a percentage error of 1%
for the gaseous absorption is likely to be of little
consequence to the overall radiation fields.

Water vapor and carbon dioxide absorption over-
lap in the range 560—-760 cm™!. Since the water vapor
and carbon dioxide spectra are uncorrelated, the
multiplication property (Goody, 1964) can be applied:

T,, (overlap) = Ty, (HyO) T4, (CO,). (3.6)

For this particular interval, T,, (CO,) is calculated
from (3.4) while the water vapor transmission is

T.'elu(u) = exp( -CA,,MC),
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represented by a single mean absorption coeffi-
cient. This, of course, is an approximation. Never-
theless, as noted by Goody (1964), it works quite
well even for weak absorption and the corresponding
error must be insignificant since the cloud is nearly
black in this spectral region.

Ozone absorption is neglected in the longwave
computation as it acts only in the higher at-
mosphere.

4. An experimental reference case

The first test of the diagnostic version of our
model consists in comparing its resuits against those
given by Lilly (1968), on the basis of the same ex-
perimental data. These data refer to persistent Cali-
fornian stratocumulus with

H=620m, h=307.02kJkg",
Ah = 5.7 kJ kg™!
oc=78gkg™, Aq =48gkg!

With his data, Lilly estimated the radiative heat
lossRL; — RLy; = 88 W m?andRS; — RSy = —22
W m™2, In his original model, there is no radiative
divergence in the mixed layer and RLs = RL,,
RSs = RSy. To maintain a unique basis for com-
parison we adjusted the liquid water path (by means
of the ‘“diabatism coefficient’’ A) and the sun zenith

Z¢ = 345m,

500+

(w.m?)
0 50

0 e 2

100

FiG. 2. Distributed shortwave RS(z) — RSs and longwave
RL(z) — RL; flux profiles for Lilly’s (1968) experimental refer-
ence case: H = 620 m, zo = 345 m, h = 307.2 kI kg™t, 0 = 7.8
g kg™, Ah = 5.7kJ kg™! and Ag = 4.8 g kg™*. These two pro-
files have been fitted to obtain the overall radiative differences
RS; — RSsand RL; — RLg equal to —22 and 88 W m™2, respec-
tively, as estimated by Lilly. Thus we take W = 13.5gm™2, 7,
= 5.6 um, 7y = 3.6 and 6, = 40°. We assume z; — H = 100 m
andz, — H =20 m.
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F16. 3. Distributed total radiative flux profiles R(z) — Rs
deduced from Fig. 2 (solid line) and the Lilly discontinuous
flux profile (dashed line) with the same radiative overall differ-
ence Ry — Rg = 66 W m™2.

angle 6,, so that we get the same overall radiative
differences for bothRL; — RL, (Lilly) = RLy — RLg
(present model) and RS; — RS, (Lilly) = RS; — RS
(present model). If » = 2 um in r,, a fit is obtained
with A = 0.17 and 6, = 40°. Thus, the maximum
liquid water ratio is [; = 0.077 g kg™! and the total
liqguid water path is W = 13.5 g m™2. The visible
cloud optical thickness is 7y = 3.6 for an average
effective mean radius 7, = 5.6 um (r, = 3.4 pum at
cloud base and 6.8 um at cloud top). Furthermore,
we set the thickness of the inversion layer z; — H
= 100 m and the thickness of the cloud turrets
zp — H =20 m.

The corresponding solar and infrared flux profiles
are shown in Fig. 2. Absorption of solar radiation
causes warming everywhere in the mixed layer,
whereas there is strong infrared cooling, mostly
near the cloud top and within the inversion layer.
The global net radiative flux R(z) (solid line) is
shown in Fig. 3, where we also have reproduced
for comparison the radiative flux given in Lilly
(dashed line). What comes out clearly is the non-
linear variation of R(z) within the cloud, in contrast
to the discontinuous profile in the other model.

As expected from (2.5) and (2.3), the effect of this
nonlinearity can be seen in the profiles of the tur-
bulent fluxes F,(z) and F,(z) which are shown in
Figs. 4 and 5 (solid line) and compute from Dear-
dorff’s (1976) surface flux values [(F),)s = 32.9
W m~2 and L(F,)s = 28.3 W m™2]. In these figures,
the dashed lines also refer to the discontinuous
Lilly profile. In Fig. 5 the largest difference between
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FiG. 4. From the experimental reference case (Fig. 2), com-
parison of the turbulent F,(z) flux profiles deduced from the
algorithm of Section (2.4) with k = 0.2, (F,)s = 32.9 W m~2 and
L(F,)s = 28.2 W m™2: (a) for the distributed radiative flux pro-
file (solid line), (b) for the schematic flux profile of Lilly
(dashed line). -

the two curves is seen near the cloud top where the
turbulent flux of F,(z) is negative in our model
instead of being strongly positive as in Lilly. This is
a very important point: as we can see in Fig. 5, our
formulation preserves the negative buoyancy flux
which is necessary to promote entrainment at cloud
top (Deardorff and Businger, 1980). On the contrary,
in Lilly (1968) no compensating zone of negative
buoyancy flux appears below H in Fig. 5. Thus, his
entrainment process appears to lack a physical basis.

The intrusion of cloud turrets within the transi-
tion zone causes large fluctuations in the liquid water
mixing ratio. Consequently, between z, and H, F,,
must be larger than the values shown schematically
in Fig. 5 (thick dashed line above H). However,
the intensity of the corresponding jump is irrelevant
in our model since, in (2.6) we only consider the
budget of the transition layer as a whole.

For the same meteorological situation in which the
data of Section 4 were collected, Lilly estimated
(from soundings) the minimum and maximum en-
trainment rates w, to be 0.32cm s~* and 0.40 cm s,
Our computational procedure applied to the non-
linear profile R(z) gives w, = 0.39 cm s™', between
the two preceding limits. Surprisingly, when applied
to the radiative Lilly profile our computation pro-
cedure gives the same w, value (0.39 cm s™*). This
coincidence calls for further study.

The radiative fluxes appear only in (2.11) in the
calculation of w,. With the particular data set of the
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present Section, it occurs that the sum of the two last
terms in (2.11) is nearly zero (see Fig. 3). Moreover,
since the overall difference R; — Rg was fitted to
Lilly’s value Jg, J and w, are nearly the same in the
two cases. This equality occurs in spite of obvious
differences in the turbulent fluxes F,(z) and F,,(z)
and in spite of the displacement of the turbulent
kinetic energy destruction zone from the base (Lilly,
1968) to the top (present model) of the cloud (dotted
areas in Fig. 5).

The purely fortuitous equality observed between
the two values of w, simply expresses an overall
compensation between infrared cooling and solar
warming in the cloud. Figs. 2 and 3 show that this
compensation is only realized globally and not
locally. The infrared cooling is concentrated near
the top, whereas the solar warming is rather uni-
formly distributed within the cloud. R

To emphasize further how accidental this com-
pensation is, we calculated w, for no solar flux
[RS(z) = 0 and RL; — RLg = 88 W m™%]. In this
case, according to our computational procedure,
the w, values are quite different: 0.44 cm s™! with
our RL(z) profile in Fig. 2 versus 0.51 cm s~ for Lilly
schematic profile..

In spite of the vertical discretization which is
needed to calculate accurately the net radiative
fluxes within the mixed layer, our model keeps the
main features of Lilly’s. It can thus be used to as-
sess the cloud response to radiative forcing. The
present result shows that there is strong coupling
between radiative and turbulent fluxes. The ac-
cidental agreement between the two entrainment

FiG. 5. Calculated turbulent F,(z) fiux profiles for the two
cases defined in Fig. 4.
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rates is evidence of the important role played by
solar heating. This is a new result to be stressed.

5. Sensitivity tests

The radiative fluxes basically depend on the
height of the cloud, the temperature and humidity
profiles, the surface temperature and the cloud
microphysics (liquid water content and drop size
distribution).

In the present context we are mainly interested
in the cloud microphysics, which affects the cloud
dynamics only through the radiative fluxes. In this
Section, we investigate the sensitivity of the entrain-
ment rate and turbulent fluxes to the liquid water
content and the drop size distribution. In order to
maintain everything constant but the cloud micro-
physics, we find it convenient to simulate large
variations in liquid water path by varying the coef-
ficient A.

a. Influence of the liquid water path

Figs. 6a and 6b show the dependence of the radia-
tive fluxes upon the liquid water path W which varies
from 4 to 64 g m~? as the diabatism coefficient A
rises from 0.05 to 0.8. At cloud top, the liquid water
mixing ratio /, lies between 0.022 and 0.36 g m2.
These values are typical of stratocumulus (Zdunkow-
ski and Crandall, 1971). For each value of A we
adjusted the parameter b in r, so as to keep the
average effective radius 7, equal to 5.6 um as in Sec-
tion 4. By doing so, we maintain the drop spectrum
unchanged while varying W by means of the param-

RS (2)- R‘ogs

F1G. 6a. Shortwave flux RS(z) — RS profiles calculated for the
experimental reference case as a function of W (from 4 to 64 g m™2)
for 7, = 5.6 um and 6, = 40°.
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F1G. 6b. Longwave flux RL(z) — RL; profiles calculated for
the experimental reference case as a function of W (from 4 to
64 g m™%) for 7, = 5.6 um,

eter A. The visible optical thickness ty varies from
1.1(A =005 to 17 (A = 0.8).

The total shortwave radiative difference RS;
— RS (Fig. 6a) varies from —17 to —-37 W m™2
(6, = 40°), while the corresponding increase in the
longwave radiative difference RL,; — RLg (Fig. 6b)
is noticeably greater (from 59 to 102 W m~?). Thus,
the global solar heating still corresponds to ~30%
of the infrared cooling. The cloud as a whole is
therefore characterized by radiative cooling.

However, our model brings new results due to the
consideration of the vertical distribution of the
radiative fluxes within the cloud layer, a point of
main concern. For weak W, the infrared cooling
is weak and is distributed throughout the whole
cloud. With increasing liguid water path, the infra-
red cooling grows and tends to be more and more
localized near the cloud top, so that with large W
the limiting profile of the longwave radiation is
roughly similar to the somewhat idealized profile
of Lilly’s model. On the contrary, the shortwave
heating is always more or less uniformly distributed
throughout the cloud. Thus, in the upper part of the
cloud, solar heating partly compensates for the
radiative cooling while near the cloud base it not-
ably reinforces the infrared warming which appears
when W is large enough. This sequence of radia-
tive profiles is clearly depicted in Figs. 6a and 6b for
different values of W (curves a to e). As a con-
sequence, the lower part of the cloud can be a local
source of turbulent kinetic energy. This appears in
Figs. 7 and 8, where the F,(z) and F,,(z) profiles
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F1G. 7. Calculated turbulent flux F,(z) profiles corresponding to
the radiative flux profiles depicted in Figs. 6a and 6b.

are depicted for 6, = 40° and where we note an
increase of these two fluxes with z, above the cloud
base, for W > 16 g m™2,

Because of the great sensitivity of the longwave
fluxes to the liquid water path (Fig. 6b), the turbulent
fluxes show large variability for small W (Figs. 7
and 8). In these figures, the limiting profiles for large

500+

Z (m)
N

250

25
(2)

SV

FiG. 8. Calculated turbulent fltux F,(z) profiles corresponding to
the radiative flux profiles depicted in Figs. 6a and 6b.
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F1G. 9. Variation of the entrainment rate w, with W for no solar
flux (6, = 90°) and daytime (8, = 40 and 20°) conditions for a
constant drop spectrum (7, = 5.6 um).

W (>64 g m~?) tend towards the schematic linear
profiles in Lilly’s (1968) model.

With regard to the entrainment rate, w, is seen to
increase rapidly with W (Fig. 9) as long as W remains
low; this must be related to the longwave fiux pro-
files in Fig. 6b. At low W the solar heating is small
at all values of 6, and plays only a minor part in
fixing w,. The behavior of the infrared flux profiles
at large W leads to a saturation effect on w,, which
is nearly constant for zero solar flux (6, = 90°) and
for W > 40 g m~2. This corresponds to a constant
radiative term Jg in (2.11).

Taking solar radiation into account reduces con-
siderably the entrainment rate (via J;) with large
liquid water paths. For example, in Fig. 9, for W

=64 g m2, w, is reduced by 30% at 6, = 40° and

by 40% at 6, = 20°.

This sensitivity of the entrainment rate to the solar
heating suggests a possible significant diurnal cycle
in thick stratocumulus clouds over the sea. Our re-
sults also suggest an explanation of Paltridge’s
observation (1974b) of a fast dissipating strato-
cumulus cloud deck in the shadow of an upper alto-
cumulus patch. Presumably, because of the weak
inversion strength (AT = 5 K and Aq = 5 g kg™),
the cloud deck was nearly unstable with reference
to the buoyancy flux instability criterion of Randail
(1980b) and Deardorff (1980a). This is confirmed by
the dissipation of the rest of the cloud half an hour
later. Then the only problem is to explain why a
reduction in shortwave flux should lead to a prema-
ture breakup. As seen in Fig. 9, for larger liquid
water contents, the entrainment rate should be
notably enhanced when the solar heating is suddenly
reduced. Consequently, more parcels of dry and
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warm air are brought down into the cloud while the
cooling is enhanced by the increase of radiative
divergence, and by the evaporation of liquid water
in those parcels which sink toward the cloud base
as they become negatively buoyant with respect to
their cloudy environment. This results in the rapid
dissipation of the cloud.

In view of the above results, the comparison be-
tween our scheme and the others needs to be carried
further since it appears that, neglecting solar heating,
these schemes represent a limiting case for large W.
In Fig. 10, we display as a function of W, the propor-
tional difference Aw./w, = {w, (Lilly) — w w,,
where w, is our value. The other value of w, is cal-
culated using the schematic representation of the
radiative flux profiles with the same total radiative
difference R; — Ry.

In the absence of solar flux (8, = 90°), with small
W (Fig. 10), Lilly’s model greatly overestimate w,
(by more than 50% for W = 4 g m~?), since the radi-
ative divergence is distributed throughout the cloud
layer (Fig. 6b) and since the contribution of the last
integral in (2.11) is significant in our formulation.
As W increases, the discrepancy is reduced and be-
comes less than 5% when W > 30 g m™2.

The difference between the two schemes is notably
reduced at low values of 6, and small W. For larger
W, the location of the longwave cooling is rather
similar in the two models and the longwave flux con-
tribution to the last term in (2.11) remains small. The
difference between the two models appears only in
the positive solar flux contribution to the last term in
(2.11), making w, greater in our model (Aw, < 0).

Finally, the agreement between the two schemes
is good as long as the solar flux can be neglected and
as long as the liquid water path is large enough to
ensure intense infrared cooling at cloud top. Note
that the coincidence obtained in Section 4 for the
experimental reference case (Aw, = 0) corresponds
to the point marked C in Fig. 10 (W = 13.5 g m™?,
0, = 40°).

b. Influence of the drop size distribution

To simulate a change in the drop spectrum, all
other factors being kept constant,  we change the
equivalent mean radius 7,. The radiative and tur-
bulent fluxes for W =16 gm=2 (4 = 0.2 and /4
= 0.09 g kg™!) are reproduced in Figs. 112 and 11b
for two extreme cases: case 1 with7, = 14 um (wide
spectrum with b = 7 um) and case 2 with 7, = 3
pm (narrow spectrum with b = 0.3 um).

In the solar range, where the Mie parameter
x > 1, the extinction efficiency is roughly constant
(Qext = 2) and the optical thickness is proportional
to 7.7!. Consequently, the shortwave radiative
divergence increases when 7, decreases (Fig. 11a).
The behavior of the longwave radiative fluxes is a
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Fi1G. 10. Variation of the relative difference Aw,./w, = [w,
(Lilly) - w,)/w, with W, for a constant drop spectrum (7, = 5.6
pm), where w, results from the present model (Fig. 9) and the
other value of w, is calculated using the same radiative differ-
ence R; — R; as in our model but using the Lilly’s schematic
representation of the radiative divergence.

little more surprising if we consider the commonly
accepted statement that emissivity is nearly in-
dependent of the drop spectrum (Paltridge, 1974a;
Stephens, 1978b). However, this statement is based
on the assumption of small or even moderate x, in
which the absorption efficiency is approximately
linear with respect to x and the mass absorption
coefficient is roughly independent of r. If scattering
is neglected the radiative cooling is a function of the
absorption coefficient (Q,,) only and it is thus
nearly independent of the drop spectrum for smail
or intermediate particles. For larger particles, on
the contrary, Q. tends to unity and the mass ab-
sorption is proportional to 7,7!. Then, the radiative
cooling increases when decreasing 7, as it is the case
for the solar range. Following Morcrette (1978), the
cooling becomes independent of the size for r < 6
pm. However, in the present case, the effective mean
radius r, increases from bottom to top so that the
longwave flux remains dependent on the equivalent
mean radius 7, for particles < 6 pum.

Fig. 12 shows the variation of w, as a function
of 7, for various values of W and for 6, = 90° (the
limits of the visible optical thickness 7y are also
shown on each curve in Fig. 12). As expected, the
entrainment rate is independent of 7, for large W,
in which cases the cloud is black whatever 7. is. That
is consistent with the statement of increasing opacity
with decreasing 7,. For the thinnest clouds w, in-
creases when 7, decreases and it may be seen that the
most pronounced variation of w, is ~25% with
W = 8 g m~? when 7, varies from S to 10 um.

The behavior of w, as a function of 7, is modified
when one takes.into account the absorption of solar
radiation (Fig. 13). Since liquid water absorbs much
more in the infrared than in the visible, the longwave
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F1G. 11a. Comparison of the shortwave RS(z) — RSs (8, = 40°)
and longwave RL(z) — RL; flux profiles for a constant 'liquid

water path (W = 16 g m™2) and two drop spectra: case 1 with
Fe = 14 um (b = 7 um), case 2 with 7, = 3 um (b = 0.3 um). -

radiative heat loss is saturated whereas the short-
wave absorption continues to increase. This is the
reason why the slopes of the curves w, = f(7,)
reverse at W = 32 g m™?, in contrast to Fig. 12.
The results of our model reported in this Section
illustrate its sensitivity to the liquid water path W as
the main factor. The drop size distribution is also a
significant parameter, though much less efficient
than W. However, in real clouds, W and the drop
spectrum do not vary indepéndently. Experimental

0

FiG. 11b. Comparison of the turbulent flux F,(z) and £,.(z)
profiles for the two cases defined in Fig. 1la.
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F1G. 12. Variation of the entrainment rate w, as a function of
7. and of W (from 4 to 48 g m~2) for zero solar flux (8, = 90°).
The extreme values of the visible optical thickness are circled.

data (Paltridge, 1974a; Stephens et al., 1978) show
that high liquid water contents are generally associ- -
ated with large drops, so it is likely that the sensi-
tivity of w, to solar heating for simultaneous changes
in both W and 7, will be less than expected from
Fig. 9. Indeed, for large W, since 7, increases with W,
the optical thickness 7, incréases more slowly than
assumed in Fig. 9. Moreover the foreward peak of
the scattering phase function increases with 7,
which further decreases the absorption of solar
radiation. This result in smaller slopes of the curves
we = f(W) for large W in Fig. 9 (6, = 40 and 20°).
However, the solar heating influence on the cloud
deck remains qualitatively the same. '

.
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FiG. 13. Variation of the entrainment rate w, as a function of
7. and of W (from 4 to 48 g m~2) for daytime conditions (8,
= 40°). The extreme values of the visible optical thickness are
circled.
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Radiative cooling and heating are strongly de-
pendent on the liquid water path; hence for con-
stant W, the impact of a change in the distribution
of I(z) can be estimated from the liquid water content
integrated between z, and H. For example, if we
keep the /(z) profile as in Fig. 1, the lowering of the
level of maximum liquid water mixing ratio causes an
increase of the integrated liquid water path in the
part of the cloud between z. and H at the expense
of its upper part (between H and z,). Consequently,
the total radiative divergence Ry — R is unchanged
while the last integral in (2.11) increases, causing a
decrease in the production of turbulent kinetic
energy within the cloud and reducing w..

6. Conclusion

In this paper, we report the results of complete
radiative transfer calculations as a function of cloud
characteristics in order to investigate the effect of
the radiative fluxes on turbulent fluxes and entrain-
ment velocity. We find that in clouds, strong diver-
gence of the radiative fluxes results in a nonlinear
structure of the turbulent F,(z) and F,(z) flux pro-
files. This structure allows a negative buoyancy flux
to exist at the inversion level, thus correcting mis-
leading features of Lilly-type models.

The sensitivity tests stress the central role played
by the integrated liquid water content and the second-
ary but non-negligible role of the drop size dis-
tribution.

Our result confirm that Lilly’s (1968) original rep-
resentation of the radiative divergence corresponds
roughly to the case of thick clouds with large liquid
water paths, neglecting the shortwave fluxes. More-
over, in such clouds the radiative cooling is localized
near the cloud top and its saturation implies that the
turbulent F),(z) and F,(z) flux profiles are also
saturated. Consequently, the entrainment rate re-
mains nearly constant when the liquid water path
varies.

A particularly interesting result is the sensitivity
of the model to the shortwave heating which notably
reduces the entrainment rate in thick clouds. As
noted by a referee, it is worthwhile to point out
that measurements of solar absorptance hint at even
larger values than those calculated in the present
paper. This suggests a significant diurnal cycle in
thick stratocumulus clouds. However, shortwave
absorption acts not only to reduce the total radiative
loss of the cloud layer. Since it is not only localized
at cloud top, but distributed throughout the cloud,
it participates as a source of turbulent kinetic energy
in the lower part of the cloud, while acting as a sink
near the cloud top.

In thin clouds, shortwave absorption is weak, so
that it plays a negligible part in the turbulence. As for
longwave cooling, it is distributed throughout the
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cloud layer instead of being simply localized at cloud
top as in thick clouds; furthermore, it depends
strongly on the microphysical cloud properties. As
a consequence, the turbulent fluxes F),(z) and F.(2)
are highly sensitive to liquid water path and the en-
trainment rate rapidly increases with this parameter.

Cloud response to radiative forcing clearly shows
that the radiative fluxes should be calculated as
functions of the integrated liquid water content in-
stead of being prescribed in advance. This parameter
should therefore be accurately determined experi-
mentally. However, in our future work the exhaus-
tive flux computations will need to be simplified.
A simple way would consist of a direct parameteri-
zation of the cloud’s infrared emissivity as a func-
tion of the liquid water path: ¢, = 1 — exp(—aW)
(Paltridge, 1974b; Stephens, 1978b; Morcrette, 1978).

Similar parameterizations of shortwave absorp-
tion should be possible, but a satisfactory one has
not yet been found.
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