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#### Abstract

Simulations of an idealised stratiform cloud system are performed with the 3D cloud scale model DESCAM-3D (DEtailed SCAvenging Model) using a bin resolved microphysics scheme for ice, water and aerosol particles. This idealised case corresponds to numerical simulations of moist airflow over a narrow isolated mountain and a gentle slope in order to obtain a stratiform situation where radar bright band phenomena are often visible. For this dynamical situation the impact of a detailed time-dependent melting scheme has been studied. This scheme allows the calculation of a water/ice ratio within each mass bin for the melting ice crystals. The results obtained with this detailed melting process are compared with corresponding results from simulations involving instantaneous melting at the $0^{\circ} \mathrm{C}$ isotherm level. The new detailed melting scheme allows a penetration of the ice phase in the positive temperature areas. Most of the mass of falling ice particles melts over a distance of a few hundred meters. The non-instantaneous melting scheme also produces a deeper layer of latent cooling that slightly modified the dynamical field.

With the detailed melting scheme, a simple backscattering scheme is implemented in order to consider the wetted ice particles and simulate the bright band phenomenon. It supposes that the backscattering proportions of the wetted ice particles are similar to those of raindrops. The association of the non-instantaneous melting process with this backscattering scheme permits to reproduce the radar bright band phenomenon. This study will enable a better understanding of the complex microphysics inside the melting layer and then will help to reduce the radar uncertainties in the precipitation estimation at the ground.
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## 1. Introduction

In stratiform precipitating systems, the radar echoes often show a region of increased reflectivity in the layer where ice particles are melting. This region called "bright band" is triggered when ice particles acquire dielectric properties more similar to those of drops. Since the beginning of quantitative radar measurements, the bright band has been considered as a source of error in precipitation estimates, and the need to remove its effects has been recognized repeatedly (Smith, 1986; Klaassen, 1988; Joss and Waldvogel, 1990; Fabry and Zawadzki, 1995; Hardaker et al., 1995; Szyrmer and Zawadzki, 1999; Olson et al., 2001). In fact, the melting particles influence the electromagnetic measurements (Battan, 1973) and the bright band properties depend on the precipitating particles and the microphysical processes involved in the precipitation formation (Fabry and Zawadzki, 1995).

When atmospheric ice particles fall through the $0^{\circ} \mathrm{C}$ level, they start to melt. The exact temperature at which melting begins depends mainly on the humidity of the air. The melting process may extend over some distance during the fall of the ice particle, depending on the size of the particle, as well as the temperature and humidity of the air. The melting rate of ice particles in the atmosphere affects the rate at which the environmental air cools by its consumption of latent heat of melting. This cooling affects the vertical motion in the atmosphere, as well as its stability (Liu et al., 1997, Phillips et al., 2007). Accurate knowledge of the rate of melting of atmospheric ice particles is therefore of considerable importance for the cloud dynamics and microphysics modelling. Unfortunately, very few quantitative data has been provided by previous studies on the rate at which ice particles melt. Rasmussen and Pruppacher (1982) and Rasmussen et al. (1984a, b) studied the melting process of the ice particles in a wind tunnel at the micro-scale. But only numerical models are capable to generalize the findings of a detailed description of the melting layer and study their influence on the cloud level.

In the past, already modelling efforts have been made to study the impact of the melting of ice particles on the mixed-phase cloud systems. In a first approach, one-dimensional vertical simulations were made (Klaassen, 1988; Mitra et al., 1990). However, the effects arising from the horizontal variability of the conditions controlling the phase change are not adequately represented in this model method. In a further approach, two- or three- dimensional dynamics models were coupled with a bulk parameterisation of the microphysics (Szeto et al., 1988; Barth and Parsons, 1996; Wei and Marwitz, 1996 among others). But, in the simulation of a full particle size spectrum is computationally prohibitive. Szyrmer and Zawadzki (1999) developed a single-moment scheme simulating the melting of snow using an exponential size distribution truncated by the largest snowflakes that have completely melted when falling through the melting layer. In a two-moment approach, Thériault and Stewart (2010) assumed that the smallest snowflakes melt completely before the largest ones and based on that assumption, they considered different types of winter precipitation. Indeed, they assumed that the wet snow melts partially into slush particles (particle composed of liquid water mixed with ice whose the density is assumed the same as a raindrop) those then completely melt into rain when falling through the melting layer. The bulk schemes can also use another approach to represent a non-instantaneous melting process where the portion of the melted ice mass is shed as rain at every time step (Morrison et al., 2009; Ferrier, 1994).

Due to the computational burden of 3D bin microphysics simulations, some previous bin studies have either considered an instantaneous melting scheme at the $0^{\circ} \mathrm{C}$ isotherm level (Ovtchinnikov and Kogan, 2000; Fridlind et al., 2004; Lynn et al., 2005) or an one- or twodimensional bin microphysics representation (Olson et al., 2001; Phillips et al., 2007). For example, in order to represent the melting process, the 2D scheme of Phillips et al. (2007) allows calculation of liquid water fraction within each mass bin of melting hydrometeors. This paper presents a first attempt to simulate in a 3D bin manner the melting of the
atmospheric ice particles in order to understand this complex microphysical layer and, represent and analyse the bright band phenomenon. Nevertheless, the representation of the bright band needs both a non-instantaneous melting process and a backscattering scheme in order to, respectively, characterize the mixed-phase hydrometeors visible in this phenomena and reproduce the radar observations.

The exact calculation of backscattering of microwave radiation by melting particles is not easy due to the lack of information concerning the detailed micro-structure of inhomogeneities present in the melting particles. In this context, a variety of different methodologies have been developed that result in a large variability of the electromagnetic properties of melting particles. The most widely used formulation for the dielectric constant of the melting ice particles follows the Maxwell Garnett approach (Maxwell-Garnett, 1904) that considers randomly ice inclusions in a water matrix. Bohren and Battan (1982) generalized this approach for randomly ice elliptical inclusions in a water matrix. Meneghini and Liao (1996) assumed that the melting particles are subdivided into a grid of cells containing ice, air, or liquid water. Moreover, Fabry and Szyrmer (1999) represented melting particles using a concentric ice core and a liquid shell with different dielectric properties.

In the current study, a non-instantaneous melting process and a backscattering scheme are implemented in a three-dimensional bin microphysics model in order to reproduce the complex microphysics of the bright band phenomena. The detailed explanations of these schemes, as well as a brief description of the 3D bin microphysics model, are given in the section 2. The section 3 presents the characteristics of the idealised stratiform situation used to investigate the influence of the melting process on the mixed-phase cloud system. Section 4 shows the sensitivity studies about the role of the non-instantaneous melting process on the microphysics and thermodynamics of the cloud system, as well as, the impact of the non-
instantaneous approach for the melting process to represent the bright band phenomenon. Section 5 summarizes and concludes the findings.

## 2. Model description

The 3D cloud model with detailed (bin) microphysics used herein couples the 3D nonhydrostatic model of Clark and Hall (1991) with the Detailed Scavenging Model DESCAM (Flossmann and Wobrock, 2010; Planche et al., 2010) for the microphysical package.

The microphysical scheme follows the evolution of the aerosol and drop size density distribution. In order to follow the fate of the uptaken particles in the hydrometeors, one additional mass density distribution function calculate the aerosol mass in each size bin for the drops. In presence of ice phase, two more density distributions are considered for the number of ice crystals of mass $m_{i}$ and for the aerosol particle mass in the ice crystal bin. The aerosol mass in drops and in ice crystals is followed by two distribution functions in order to close the aerosol budget. All distribution functions are divided in 39 bins and use logarithmically spaced mass coordinates with mass doubling every subsequent bin. The aerosol particles and drops range from 1 nm to $7 \mu \mathrm{~m}$ and from $1 \mu \mathrm{~m}$ to 12 mm , respectively. The coordinates for the distribution function is mass of the ice crystal instead of the radius for the drop and the aerosol particle functions, which allows more easily getting around the shape effect. The mass range of the ice phase is assumed the same than the drops distribution. In fact, the assumption of the ice density (e.g. $0.9 \mathrm{~g} \mathrm{~cm}^{-3}$ ), allows passing between the drop and the ice density distribution functions without making assumptions regarding the shape of the ice particles. Work to extend the model to a size dependant ice density is under way. The warm microphysical processes considered in DESCAM-3D are aerosol particle growth and activation to drops, droplet deactivation, growth of drops by condensation and collisioncoalescence, and break-up. The mathematical treatment of the different microphysical
processes is summarized in Flossmann and Wobrock (2010), where the detailed references can be found.

Concerning the cold microphysics processes, DESCAM-3D describes the homogeneous and heterogeneous ice nucleation, ice growth by vapour deposition, riming and melting. The formation of ice crystals considers homogeneous nucleation according to Koop et al. (2000), as well as heterogeneous nucleation following Meyers et al. (1992). This parameterization gives only a number of activated ice nuclei at a given ice supersaturation ratio. Thus, all aerosol particles and drops, whatever their size, are assumed to nucleate with the same efficiency. Nevertheless, this ice nucleation formulation yielded the best results for cirrus clouds during the INCA campaign (Monier et al., 2006). Riming of ice crystals and coalescence of droplets are treated by solving the stochastic equation of collection from Flossmann et al. (1985). The collection efficiencies for riming are set to be the same as those for collision-coalescence. The collection efficiency of a spherical ice crystal is assumed equal to the one of a water drop of the same diameter. Heymsfield and Pflaum (1985) have shown that the drop equivalent approach overestimates the measured collection efficiency and that the collection efficiencies are most accurately predicted by using the mixed-Froude number approach of Hall (1980) and Rassmussen and Heymsfield (1985). As this method was developed for the collection efficiencies of plate-like ice crystals, we refrained from using it as our ice particles are assumed to be spherical and prefer to stay with the drop equivalent approach. To stay consistent with this choice, the terminal velocities of spherical ice crystals are assumed the same as those for droplets with the same mass. The terminal velocities of the ice crystals are calculated thanks to the approach of Heymsfield and Iaquinta (2000).

The ice category of the DESCAM microphysical scheme used hereafter is therefore represented in a simple approach. Indeed, the ice category is represented by only one type of spherical ice species with a bulk density of $0.9 \mathrm{~g} \mathrm{~cm}^{-3}$ for all ice crystals, including
aggregates. As the ice bulk density is fixed, no dependence on density for the ice particle fall speeds is taken into account, which will overestimate their fall speed and underestimate their melting. This ice representation implicates some limitations e.g. on the representation of the bright band phenomena which is function of both the properties of the hydrometeors and their fall speeds, but also, the characterisation of the ice species present in the melting layer (snow, aggregate, hail...). So, it is necessary to keep in mind these approximations will only provide an upper limit for the extent of the bright band in the upcoming analyses of the simulation results obtained for an idealised case.

### 2.1. Microphysics of the melting scheme

The new detailed melting scheme in DESCAM-3D is based on the model of Mason (1956) and on the lab experiments of Rasmussen and Pruppacher (1982) and Mitra et al. (1990). Melting generally starts at $0^{\circ} \mathrm{C}$. However, evaporative cooling of the surface of melting ice particle falling in sub-saturated air counteracts the melting process and therefore increases the time and distance a melting ice particle must fall before it has completely melted. Thus, the onset of melting is often delayed, causing melting to begin only at temperatures considerably warmer than $0^{\circ} \mathrm{C}$ (see Rasmussen and Pruppacher (1982) and Pruppacher and Klett (1997)). While the surface of the ice is dry, before the onset of melting, also sublimation occurs. This sublimation causes a pronounced latent cooling. After melting has started, evaporation of meltwater occurs instead of sublimation, also causing a latent cooling.

For each environmental relative humidity $R H_{e}$, there is a critical environmental temperature $T_{e, \text { crit }}$ at which melting begins. According to Rasmussen and Pruppacher (1982), this temperature can be calculated from the Eq. (1), which is based on Mason (1956), by considering that melting begins when the surface temperature $T_{s}$ of the ice crystal is equal to
$0^{\circ} \mathrm{C}$ (named $T_{0}$ ). Therefore, at time $t$, the melting ice particle consists of a spherical ice core of radius $a$ surrounded by a layer of water of thickness $(b-a)$ which is assumed to be uniform and concentric with the ice core. Figure 1 schematically explains the melting process at the time $t$ and the Eq. (1) describes the melting rate of the ice particles:

$$
\begin{equation*}
L_{m} 4 \pi \rho_{i} a^{2} \frac{d a}{d t}=-4 k_{w} \pi a b \frac{\left(T_{s}-T_{0}\right)}{(b-a)}=-\left\{4 \pi b k_{a} f_{h}\left(T_{e}-T_{s}\right)+L_{e} 4 \pi b D_{v} f_{v}\left[\rho_{v}\left(T_{e}\right)-\rho_{s}\left(T_{s}\right)\right]\right\} \tag{1}
\end{equation*}
$$

where $L_{m}$ is the latent heat of melting, $k_{w}$ the heat of conductivity of water, $\rho_{i}$ the bulk density of the ice core, $k_{a}$ thermal conductivity of air, $f_{h}$ and $f_{v}$ are the ventilation coefficients for heat and vapour flux, respectively, $L_{e}$ is the latent heat of evaporation and $D_{v}$ is the diffusivity of water vapour in air. $\rho_{v}\left(T_{e}\right)$ and $\rho_{v}\left(T_{s}\right)$ are the water vapour densities far away and at the particle surface, respectively.

Equation (2) gives the critical environment of temperature at which melting begins assuming that $f_{h} \approx f_{v}$ (Pruppacher and Klett, 1997), calculated by setting the right-hand side of Eq. (1) equal to zero:

$$
\begin{equation*}
T_{e, \text { crit }}=T_{s}+\frac{D_{v} L_{e}}{k_{a}}\left[\rho_{v}\left(T_{s}\right)-\rho_{v}\left(T_{e}\right)\right] \tag{2}
\end{equation*}
$$

Equation (2) was experimentally verified by Rasmussen and Pruppacher (1982), showing that, with decreasing relative humidity, the onset of melting shifts to temperatures above $0^{\circ} \mathrm{C}$. Figure 2 adapted from Rasmussen and Pruppacher (1982) shows the dependency of the critical environmental temperature $T_{e, \text { crit }}$ for several relative humidity as given by Eq. (2). Thus, at an atmospheric relative humidity of $60 \%$, e.g., the melting begins at $+3.2^{\circ} \mathrm{C}$.

The shape of the curve drawn in the Figure 2 directly provides the critical environmental temperature as a function of the relative humidity of the air $\left(R H_{e}\right)$ and can be accurately represented using a fourth-order polynomial function limiting computational effort. Equation (3) $T_{e, \text { crit }}=f\left(R H_{e}\right)$ can be used (with $R H_{e}$ in decimal e.g. 0.90 for $90 \%$ of atmospheric relative
humidity) in DESCAM-3D to determine the critical environmental temperature $T_{e, \text { crit }}$ (in Kelvin) at which melting begins.

$$
\begin{equation*}
T_{e, \text { crit }}=285.64-26.07 R H_{e}+27.23 R H_{e}^{2}-19.86 R H_{e}^{3}+6.23 R H_{e}^{4} \tag{3}
\end{equation*}
$$

Figure 2 shows in addition to the theory of Mason (1956), the experiments given by Rasmussen and Pruppacher (1982) and the parameterisation for the critical air temperature $T_{e, \text { crit }}$ at which melting begins. The critical temperatures obtained with the Eq. (3) are closed to the theoretical ones since the maximum bias is less than $0.5^{\circ} \mathrm{C}$ when the atmospheric relative humidity is assumed equal to $10 \%$.

After onset of melting, time dependent melting is calculated by Eq. (1) assuming that $1 \%$ of the ice initial mass melted instantaneously in order to eliminate the numerical division by zero. The mass of the particle is assumed to remain the same at all time. Therefore, during the melting process, the meltwater is assumed to accumulate on the exterior of the ice particle forming a liquid layer of thickness $(b-a)$ and the shedding process (Rasmussen and Heymsfield, 1987a) is neglected. According to Phillips et al. (2007), the meltwater of the ice particles with a bulk density $\geq 0.9 \mathrm{~g} \mathrm{~cm}^{-3}$, as in DESCAM-3D, does not enter in the interior of the ice particle and the ice particles are not considered spongy.

The ice crystals with a size lower than $10 \mu \mathrm{~m}$ (corresponding to the 9 first bins of the ice crystal distribution) melt very quickly and have a smaller influence in the radar bright band calculation than the larger ones. So, these particles are assumed to melt instantaneously when $T_{e} \geq T_{e, \text { crit }}$ - In order to consider the melting of the larger crystals, a distribution of the water ice ratio (WIR) of the particle is added in the model. The melted liquid water proportion in each mass bin of ice particles is advected along with the particles. When the WIR is near the unity ( $90 \%$ ), the ice particles are transferred into the equivalent drop classes. The procedure of transferring the ice crystals into the drops classes is detailed in the Figure 3.

In order to determine the melting rate of the ice crystals, also a parameterisation of Eq. (1) based on Mason (1956) and Rasmussen and Pruppacher (1982) is developed which takes into account that the temperature and the humidity of the air mostly influence the melting process. On the other hand, the atmospheric pressure and the ice water proportion of the ice crystal have a lesser impact on the melting process. These assumptions are supported e.g. in Rasmussen and Heymsfield (1987a, b). However, as DESCAM-3D only considers one type of ice particles with a fixed density of $0.9 \mathrm{~g} \mathrm{~cm}^{-3}$, the density parameter influence is not considered in this melting rate parameterisation. This assumption will have to be modified when the DESCAM model will consider different ice morphologies (or ice densities).

The parameterisation of the rate of the ice mass melting into liquid water is given by the Eq. (4). This equation uses the same derivative approach than the Eq. (1) where the left-hand side $4 \pi \rho_{i} a^{2} \frac{d a}{d t}$ becomes $\frac{d m_{r, i}}{d t}$. Moreover, as described in Rasmussen and Pruppacher (1982), the theoretical approach of Mason (1956) is able to predict qualitatively the correct trend for the rate of melting with ice particle size and heating rate (i.e. environmental conditions such as the temperature (in Kelvin) and the humidity (in decimal)). From the lab experiments of Rasmussen and Pruppacher (1982), the dimensions of the ice core inside the melting crystal was determined as a function of time, and from latter the total melting time was found. The disagreement between the results obtained from the theoretical approach and the lab experiment was attributed to the pronounced asymmetric melting and the internal circulation in the meltwater, both of which were disregarded in Mason's theory. So, in order to consider the correction of Rasmussen and Pruppacher (1982), the Eq. (4) is function of the ice mass of the ice particle not yet melted (in grams), i.e. the residual ice mass $m_{r, i}$ of the particle:

$$
\begin{equation*}
\frac{d m_{r, i}}{d t}\left(T_{e}, R H_{e}, m_{r, i}\right)=\left[A\left(T_{e}\right) R H_{e}+B\left(T_{e}\right)\right] m_{r, i}^{1 / 3} \tag{4}
\end{equation*}
$$

$A\left(T_{e}\right)$ and $B\left(T_{e}\right)$ are two third-order polynomial functions depending of the temperature $T_{e}$. They are given by the following equations:

$$
\begin{align*}
& A\left(T_{e}\right)=-0.3140+0.0004 T_{e}-1.3935 \mathrm{E}^{-5} T_{e}^{2}+1.7952 \mathrm{E}^{-8} T_{e}^{3}  \tag{5}\\
& B\left(T_{e}\right)=-0.6435+0.0072 T_{e}-2.7019 \mathrm{E}^{-5} T_{e}^{2}+3.3820 \mathrm{E}^{-8} T_{e}^{3} \tag{6}
\end{align*}
$$

Various tests on the influence of the temperature and the humidity have been performed and showed that the parameterised melting times are in average only $10 \%$ greater than the ones found by Rasmussen and Pruppacher (1982) and Rasmussen et al. (1984a, b). Figure 4 shows an example of comparison between the melting process observed by Rasmussen and Pruppacher (1982) and obtained with the melting rate parameterisation in different environments. The biggest difference between the theory and the parameterisation appears for the warming rate of $+3.0^{\circ} \mathrm{C} \mathrm{min}^{-1}$ and corresponds to a time delay of about 5 seconds.

Adjustment of the ambient temperature and humidity is performed by the melting scheme as a result of the phase changes, The terminal fall velocity of the melting ice particles is not adjusted. Indeed, the terminal fall velocity of the wetted ice particles is closed to the rain drops velocity as the initial ice density is $0.9 \mathrm{~g} \mathrm{~cm}^{-3}$. However, when in the future, DESCAM will consider different ice morphologies, this adjustment in the terminal fall velocity will be mandatory.

An aggregation process which is most efficient around $0^{\circ} \mathrm{C}$, when the ice particles develop a pseudo-liquid layer (Pruppacher and Klett, 1997), was also implemented in DESCAM. Furthermore, below the melting levels, the collisions between the drops and melting ice particles are considered. Aggregation and collision between drop and wetted ice particle are treated similar to the coalescence and riming processes using also the numerical scheme of Bott (1998).

The stochastic collection equation (Pruppacher and Klett, 1997) which defines the aggregation process is given by:
$\frac{\partial f\left(m_{f}\right)}{\partial t}=\frac{1}{2} \int_{0}^{m_{f}} f\left(m_{f}-m\right) K\left(m_{f}-m, m\right) f(m) d m-f\left(m_{f}\right) \int_{\text {spectra }} K\left(m_{f}, m\right) f(m) d m$
where $K\left(m_{f}-m, m\right)$ is the collection kernel describing the rate at which an ice particle of mass $\left(m_{f}-m\right)=m$ ' is aggregated by an ice particle of masse $m$ thus forming an ice particle of mass $m_{f}$. The collection kernel which is calculated using the collection efficiencies $E\left(m^{\prime}, m\right)$ of Hall (1980) is given by:
$K\left(m^{\prime}, m\right)=\pi\left(r^{\prime}+r\right)^{2}\left|V_{\infty}\left(r^{\prime}\right)-V_{\infty}(r)\right| E\left(m^{\prime}, m\right)$
where $r$ and $r$ ' are the respective radius of the ice particles falling with a terminal velocity of $V_{\infty}(r)$ and $V_{\infty}\left(r\right.$ '). Equation (7) represents thus the formation of an ice particle of mass $m_{f}$ by aggregation between two ice particles of mass $m^{\prime}$ and $m$ and, the possible aggregation between this new forming ice particle with the others of the ice spectra.

The collision between drop and wetted ice particle is described by a similar method, with the aggregation distribution $f$, by the following equations:
$\frac{\partial f\left(m_{\text {drop }}\right)}{\partial t}=-\int f_{\text {wat }}\left(m_{\text {drop }}\right) K\left(m_{\text {crys }}, m_{\text {drop }}\right) f_{\text {ice }}\left(m_{\text {crys }}\right) d m_{\text {crys }}$
$\frac{\partial f_{i c e}\left(m_{\text {crys }}\right)}{\partial t}=-\int f_{\text {wat }}\left(m_{\text {drop }}\right) K\left(m_{\text {crys }}, m_{\text {drop }}\right) f_{\text {ice }}\left(m_{\text {crys }}\right) d m_{\text {drop }}+\int f_{\text {wat }}\left(m_{\text {crys }}-\right.$
$\left.m_{c r y s}^{*}\right) K\left(m_{c r y s}^{*}, m_{c r y s}-m_{c r y s}^{*}\right) f_{i c e}\left(m_{c r y s}^{*}\right) d m_{c r y s}^{*}$
The collection efficiencies also follow Hall (1980). Table I shows the different hydrometeors collisions processes now considered in the DESCAM detailed microphysics scheme.

Due to turbulent diffusion process and/or updrafts motions a mixed-phase hydrometeor, i.e. an ice particle with a nonzero water ice ratio (WIR), can penetrates into the region of subzero temperatures. In that case the remaining ice core within the particle initiates the freezing of the surrounding meltwater coating. According to the local temperature and humidity conditions, the particle freezes inwards (Johnson and Hallett, 1968) until it is completely frozen into ice crystal. In order to consider the non-instantaneous freezing of the melting ice particles in the freezing levels the WIR is not immediately set to zero at the $0^{\circ} \mathrm{C}$ isotherm
level. As no lot of information is available about the freezing of the melting ice particles in the literature, a simple freezing parameterization is proposed. This parameterization considers the same approach than the non-instantaneous melting process (described by Eq. (1)) and assumes that the environmental temperature of freezing depends on the liquid water proportion of the melting particle. Thériault and Stewart (2010) consider a similar approach. Figure 5 illustrates the assumed functional dependency of the temperature of freezing $T_{\text {limit }}$ for varying liquid proportions. This figure shows that the higher the liquid portion, the lower the temperature required for instantaneous complete re-freezing. However, the assumed threshold for the freezing temperature of the melting ice particles will probably depend on the cloud systems (convective or stratiform) and observations will be necessary to estimate it.

### 2.2. Elementary radar backscattering scheme

Olson et al. (2001) and Fabry and Szyrmer (1999) tested different methods for describing the dielectric properties of the mixed-phase particles. However, these different methods consider the melting particles as spongy particles with ice, liquid and air inclusions. As the DESCAM microphysics model used hereafter does not consider spongy hydrometeors with inclusions, a simpler backscattering scheme is needed. Thus, an elementary dielectric model is used below assuming that the radar backscattering of the wet ice particles are similar to those obtained from liquid drops of the same size. Indeed, this approach considers that the thin water layer insulates the ice core against the electromagnetic radiation of the weather radar, like a Faraday cage. In general, the radar reflectivity factor $Z_{l}$ for liquid hydrometeors is calculated by taking into account the sixth moment of the simulated raindrop size distribution as given by Eq. (11):

$$
\begin{equation*}
Z_{l}\left[m m^{6} m^{-3}\right]=\int N(D) D^{6} d D \tag{11}
\end{equation*}
$$

In order to obtain the radar reflectivity factor of the mixed-phase particles $Z_{m}$, the used approach is the same than for the liquid hydrometeors considering the Eq. (11) where $D$ is in that case the size of the wet ice particles $D_{m}$. For the ice phase, the approach of Delanoë et al. (2005) that provides the equivalent radar reflectivity factor $Z e_{i}$ according to Eq. (12) is used:

$$
\begin{equation*}
Z e_{i}\left[m m^{6} m^{-3}\right]=\frac{\left|K_{i}\right|^{2}}{\left|K_{w}\right|^{2}}\left(\frac{\rho_{w}}{\rho_{i}}\right)^{2} \int N\left(D_{e q}\right) D_{e q}^{6} d D_{e q} \tag{12}
\end{equation*}
$$

The ice and water dielectrical constants are $\left|K_{i}\right|^{2}=0.176$ and $\left|K_{w}\right|^{2}=0.93$, respectively, for the usual meteorological radar wavelengths and $D_{e q}$ is the equivalent diameter which corresponds to the diameter of a crystal after it completely melts. The equivalent diameter is given by:

$$
\begin{equation*}
D_{e q}=\left(\frac{\rho_{i}\left(D_{i}\right)}{\rho_{w}}\right)^{\frac{1}{3}} D_{i} \tag{13}
\end{equation*}
$$

This approach is based on the Rayleigh approximation ( $\mathrm{D}<\frac{\lambda}{16}$; Doviac and Zrnić, 1984) considered for weather radars such as S or C band radars. Mie theory should be used for radars with smaller wavelengths (e.g. K band radars).

During the non-instantaneous melting process where the ice mass of the ice crystals is gradually converted into liquid mass, the size of the wet ice crystals is adjusted according to their water ice proportion. So, the electromagnetic properties of the melting hydrometeors present near the $0^{\circ} \mathrm{C}$ isotherm layer are linked to their water ice ratio.

## 3. Model setup

In order to test the new version of the DESCAM 3D detailed microphysics scheme which considers mixed phase hydrometeors, an idealised situation with a simple orography is modelled. This idealised case is similar to the one described by Zängl et al. (2010). The simulations have been performed on a single model domain with $202 \times 98$ grid points ( $150 \times$ $72 \mathrm{~km}^{2}$ ) and a horizontal grid spacing of 750 m . In the vertical, 83 model layers with an
increment of about 40 m near the ground to about 600 m near the upper boundary ( 20 km ) are used. Figure 6 shows the vertical grid spacing with height including a zoom onto the two first kilometres.

The topography is composed of an isolated bell-shaped mountain and a gentle slope situated in the lee side of the peak (see shaded area in Figure 7). The isolated mountain with the shape function, given by Eq. (14),
$h(x, y)=\frac{h_{0}}{\left(1+\left(\frac{x}{L_{x}}\right)^{2}+\left(\frac{y}{L_{y}}\right)^{2}\right)^{2}}$
is located at $x=48 \mathrm{~km}$ and $y=36 \mathrm{~km}$. The mountain height $\mathrm{h}_{0}$ is equal to 1330 m , while the along-flow width scale $L_{x}$ is 4 km and $L_{y}=1.25 L_{x}$. Around the bell-shaped mountain, the isolated mountain peak permits the formation of a gravity-wave which facilitates cloud system development. The slope is equal to $+0.67 \%$ along the $x$-axis. This means that the topography increases 5 m in each subsequent $x$ grid point. The slope begins at $x=30 \mathrm{~km}$ and at the lateral boundary $(x=150 \mathrm{~km})$, its maximum altitude is 810 m . This slope permits the decrease of the intensity of the vertical motions. The use of this idealised topography is motivated by the fact that it forces the development of stratiform systems which are convenient for the study of the radar bright bands often visible in this type of situations.

The prescribed wind field is unidirectional along the $x$-direction with a speed $U$ increasing from $10 \mathrm{~m} \mathrm{~s}^{-1}$ at the ground to $30 \mathrm{~m} \mathrm{~s}^{-1}$ at $z=11 \mathrm{~km}$ and remaining constant above. The Coriolis parameter is set to zero in all simulations. Thermodynamic sounding of the prescribed atmospheric conditions is provided by the winter case of Zängl et al. (2010). The initial aerosol particles distribution corresponds to the continental air mass used by Planche et al. (2010). The total number of aerosol particles in the boundary layer is $1411 \mathrm{~cm}^{-3}$ and the particles are assumed to be ammonium sulphate, $40 \%$ soluble (Brooks et al., 2002) and with a molecular weight of $132 \mathrm{~g} \mathrm{~mol}^{-1}$. The aerosol particle concentration decreases exponentially up to 3 km and is kept constant above.

The boundary conditions of the model assume free-slip conditions for the momentum components and zero normal second derivatives of all scalar variables at the upper and lower surface of the model. In order to prevent reflection of the vertically propagating gravity waves at the model top, a Rayleigh friction and Newtonian cooling absorber are employed in the uppermost region of the model. The lateral boundary conditions are approximated by open boundary conditions (Clark and Farley, 1984). The dynamical time step for the simulation is 3 s ; however, the condensational growth needs significantly smaller time steps (Leroy, 2007).

## 4. Results and discussion

In this section, the influences of the new melting scheme on the microphysics, dynamics and thermodynamics properties of the idealised stratiform mixed phase cloud system are analysed. In the first paragraph, the general morphology of the cloud system is analysed for the old and the new melting scheme. A comparative study of the microphysics simulations using the instantaneous (I-) or the non-instantaneous (NI-) melting scheme is then developed. Lastly the impact of the mixed phase hydrometeors on the radar reflectivity is shown.

### 4.1. Cloud system morphology

In both simulations, the macroscopic development and aspect of the cloud system are quite similar. Indeed, during the 30 first minutes, the isolated mountain induces the formation of a gravity-wave which modifies the wind field. Updrafts and downdrafts appear at the windward and leeward sides of the mountain. The vertical motions are present up to 6 km height and their maximum intensity is approximately $4 \mathrm{~m} \mathrm{~s}^{-1}$. The association of the updraft patterns and the environmental humidity and temperature conditions permits the formation of a liquid phase cloud system at the summit of the mountain. As expected a stratiform cloud system forms at the lee side of the mountain over the gentle slope (Figure 7). The ice phase
appears after approximately 1 hour of integration in the sub-zero temperature areas and reaches a maximum of $0.4 \mathrm{~g} \mathrm{~cm}^{-3}$ at 150 min of integration. Each simulation lasts 4 hours.

### 4.2. Comparison of the time dependent and the instantaneous melting process

### 4.2.1. Microphysics influence

The simulation results obtained with the I-melting scheme (instantaneous) are compared with the ones of the NI-simulations (non-instantaneous). In a first step, the analysis focuses on the liquid and ice phase fields. Figure 7 shows the liquid water content (LWC) and the ice water content (IWC) after 150 min of integration obtained with the I- and the NI-melting process. The LWC and IWC include the cloud and precipitating mass of each water phase. Hereafter, the modelling results are always presented at 150 min of integration because the ice phase is abundant at this time.

According to the Figures 7(a) and (c), the repartition of the IWC is quite similar regardless the used melting process. In fact, the IWC is mainly present far behind the leeward side of the isolated mountain with a maximum amount of $0.4 \mathrm{~g} \mathrm{~m}^{-3}$ at $x=130 \mathrm{~km}$. Nevertheless, in the NI-case, the ice phase exists in area with positive temperatures whereas it suddenly disappears at the $0^{\circ} \mathrm{C}$ isotherm altitude in the I-case. Figure 7(a) shows that the melting layer has a depth of approximately 200 m in the NI-case. The maximum amounts (1.5 $\mathrm{g} \mathrm{m}^{-3}$ ) of the LWC are similar in the two simulations. Nevertheless, the repartition of the LWC is quite different below the melting layer. In the I-melting case, the maximum amount of the LWC is located just below the $0^{\circ} \mathrm{C}$ isotherm level. In contrast, in the NI-case, there is no abrupt increase of the LWC just below the $0^{\circ} \mathrm{C}$ level, but a gradual increase of the LWC exists below the $0^{\circ} \mathrm{C}$ isotherm level until a maximum at approximately 1 km altitude height. This behaviour has also been reported by Phillips et al. (2007) and results from the continuous melting of the ice phase that is progressively transferred into the liquid phase. Figures 7(b)
and (d) also include the rain field. In both cases, the precipitation is mainly caused by melting of the ice phase. The rain quantity is similar in both simulations except near the $0^{\circ} \mathrm{C}$ isotherm level. The precipitation forms in lower levels of the atmosphere in the NI-case than in the Icase. In fact, the liquid phase becomes available at lower altitudes in the NI-case where the collision-coalescence process, which forms larger drop sizes, becomes effective. However, the implementation of the non-instantaneous melting process does not modify the features of the cumulative rain field since its repartition is the same and its maximum amount situated in the lee side of the mountain remains equal to 3.12 mm after 150 min of integration (not shown).

Figure 8 shows the ice and liquid mass spectra for the two simulations (with the I- or the NI-melting process) after 150 min of integration and, at different altitudes averaged over $5 \times 5$ $\mathrm{km}^{2}$ areas ( 49 grid points) whose each centres are represented by the black "plus" symbols in the Figure 7(a). The three different altitudes to study the hydrometeors mass spectra have been selected above, below and inside the melting layer. At this $x$ position, the $0^{\circ} \mathrm{C}$ isotherm altitude is approximately at 1200 m . For the I-melting case, the Figures 8(c) and (d) show that the ice crystal mass is suddenly transferred into the liquid mass content at the $0^{\circ} \mathrm{C}$ isotherm level. Here, the I-melting of the large precipitating ice crystals permits the formation of large raindrops. Below the $0^{\circ} \mathrm{C}$ isotherm level, the liquid mass varies with the altitudes. This variation is due to the collision-coalescence and evaporation processes which are efficient in the positive temperature areas. Figures 8(a) and (b) show the ice ${ }^{1}$ and liquid mass spectra obtained with the NI-melting process. The ice phase is now present below the $0^{\circ} \mathrm{C}$ isotherm level. However, the ice mass content decreases with the increasing temperature due to the NImelting process. An increase of the liquid phase is associated with this decrease in the ice

[^0]mass. The two maxima of the water drop distribution represent the two liquid-types particles those are the cloud droplets and the raindrops. In the opposite, the ice mass distribution have only one maximum since at these levels only the precipitating ice particles are present while the cloud ice particles are located at higher altitudes. Figure 9 shows the evolution of the WIR parameter according to the altitudes. The crystals that are melting are represented by the different colour areas. The blue ones represent the ice crystals with low meltwater amounts whereas the red ones represent the ice crystals with high meltwater amounts. Figure 9 shows that the small crystals melt faster than the larger ones. We can also see that, below the $0^{\circ} \mathrm{C}$ isotherm level, the WIR is varying according to either the local thermodynamics conditions and/or the collisions between hydrometeors which modify the water-ice proportion of the new formed particles. For example, the collisions between drop and wetted ice crystal form mixedphase hydrometeor with more important water proportion. In the opposite, the aggregation process forms wetted ice crystals with less important water proportion. Figure 9 also shows that some melting ice crystals are present above the $0^{\circ} \mathrm{C}$ isotherm level. Among other hydrometeors, the wetted ice crystals are advected into the sub-zero temperature areas due to the turbulence and the vertical wind speeds existing in the system. As the environmental temperature of freezing is assumed to be dependent on the liquid (or ice) water proportion of the particle (Section 2.1), the wetted ice crystals do not freeze instantaneously at $0^{\circ} \mathrm{C}$. For example, for the different diameters of wetted ice crystals existing at 630 m agl, the WIRs are ranged between 0.18 and 0.73 , i.e. the ice proportion is ranged between $27 \%$ and $82 \%$. As the surrounding environmental temperature is equal to $-0.14^{\circ} \mathrm{C}$ at this time and altitude, the ice proportion seems to be too few in order to trigger the freezing of the wetted ice crystals (see Figure 5). Microphysically, the higher the ice proportion, the faster the rate of refreezing of the wetted ice crystals. Figure 9 also shows that, as expected, the smallest ice particles melt
quicker than the larger ones. This comparative study demonstrates the correct functioning of the microphysics behaviour of the new NI-melting process.

### 4.2.2. Thermodynamic and dynamics influence

The impact of the new microphysics representation on the released or absorbed latent heat associated with the phase change processes associated to the ice crystal melting and/or the riming of the droplets are now analysed. From Figure 7 it becomes obvious that inside the stratiform precipitation region the isotherm $0^{\circ} \mathrm{C}$ lines do not follow the same horizontal pattern as the isotherm lines for $2,-2$ and $-4^{\circ} \mathrm{C}$. We can suppose that this deviation is affected by the thermodynamics of the melting processes. Figure 10 shows the difference between the environmental temperatures obtained with the I-melting scheme and with the NI-melting scheme after 150 min of integration. The red contours show the vertical regions wherein temperatures remain warmer in the NI-scheme; the blue contours those where the NI-scheme results in more cooling than the I-scheme. This figure also shows that the $0^{\circ} \mathrm{C}$ isotherm behaves different for the I- and NI- melting scheme: the solid line gives the $0^{\circ} \mathrm{C}$ line for the NI-scheme, while the dashed line the one for the I-scheme. The $0^{\circ} \mathrm{C}$ isotherm level of the Icase appears about 100 m lower than in the NI-case. The latent heat associated with the melting process modifies the temperature field. The consumed latent heat during this microphysical process is proportional to the melted ice mass. At the $0^{\circ} \mathrm{C}$ isotherm level, the melted ice mass and, then, the consumed latent heat are more important in the I-case. Thus, this consumption induces colder environment temperatures in the I-melting scheme and forces the $0^{\circ} \mathrm{C}$ line to lower levels. The NI- time dependent melting scheme, however, transforms less ice to water next to the $0^{\circ} \mathrm{C}$ level but the melting process remains still efficient at lower altitudes by producing latent cooling down to 200 m below the $0^{\circ} \mathrm{C}$ isotherm level. The
associated latent heat evolutions with the continuous melting process better represent the actual thermodynamic behaviours.

In addition, the changes in the latent heat fields modify the vertical wind properties. The vertical motions seem to be slightly intensified by the temperature changes. In fact, the change of $+0.25{ }^{\circ} \mathrm{C}$ in the temperature field increases the updraft wind of approximately 10 $\mathrm{cm} \mathrm{s}^{-1}$ (not illustrated). This change is quite weak in this stratiform situation but Phillips et al. (2007) showed that the consumed latent heat during the melting process in a deep convective cloud could induce a different dynamical evolution of the cloud system.

### 4.3. Bright band representation

The impact of the mixed phase hydrometeors on the radar reflectivity characteristics is evaluated in this section, in particular, whether the DESCAM microphysics scheme is now able to reproduce the radar bright band phenomenon as other bulk schemes (e.g. Morrison et al., 2009). Figure 11 shows the temporal evolution of the vertical profile of the radar reflectivity obtained at $x=130 \mathrm{~km}$ and $y=36 \mathrm{~km}$ for the I- and the NI-case. This position corresponds to the location where the ice phase content and the cumulative rain amount at the ground are abundant. Figure 11 shows that precipitation starts at around $5000 \mathrm{~s}(\approx 84 \mathrm{~min})$ in both cases. In the NI-case (Figure 11b), the radar bright band appears at $6000 \mathrm{~s}(100 \mathrm{~min})$ at approximately 600 m above ground level (agl) whereas at the same altitude in the I-case (Figure11a) a change characterizing the different water phases of the hydrometeors (ice crystals or drops) is visible in the reflectivity field. Indeed, in this case, the simulated radar reflectivity for the ice crystals is approximately $\mathrm{Z}_{\mathrm{i}}<10 \mathrm{dBZ}$ whereas the radar reflectivity can reaches 18 dBZ for the rain. In the NI-case, the maximum of the radar reflectivity located in the radar bright band is 20 dBZ and remains constant all along the simulation. Above and below the radar bright band, the radar reflectivities are decreasing due to the smaller dielectric
constant of the dry ice crystals and the smaller sizes of drops compared to the ones of the wetted ice crystals. The radar reflectivity values increase close to the surface (between 300 m agl and ground) because the collision-coalescence process, which becomes more effective, produces larger drops. This process is more visible in the I-case where the drop sizes are slightly larger since they are available at higher altitudes than in the NI-case. The model capacity to reproduce the bright band will complement the radar measurements in order to resolve the complex microphysics near the $0^{\circ} \mathrm{C}$ level of the atmosphere, and will help to reduce the important uncertainties in the precipitation estimation at the ground associated with this phenomenon.
5. Summary and conclusions

In this study, a new non-instantaneous melting scheme which considers mixed-phase hydrometeors is implemented in the DESCAM-3D detailed microphysics scheme. According to the theory of Mason (1956) and the lab experiments of Rasmussen and Pruppacher (1982), two parameterisations are developed to characterize the temperature at which the melting process starts and the melting rate of the ice particles. These parameterisations are mainly dependent of the environmental parameters: humidity and temperature and also the mass of the ice crystals. In order to consider the mixed-phase hydrometeors, a new distribution discretized into 30 bins is added considering the water ice mass ratio of each melting ice particles. Furthermore, the aggregation process which is more efficient in the melting level due to the meltwater thin layer present around the ice particle, and the collisions between melting ice particles and drops present below the $0^{\circ} \mathrm{C}$ isotherm height are now treated in the detailed microphysics scheme. A freezing parameterization was also developed to consider the freezing of the advected melting ice particles in sub-zero temperature area. This
parameterization assumes that the freezing of mixed-phase particles is easier when the ice proportion is bigger.

The new version of the melting scheme is tested in an idealised simulation case. The idealised topography is composed of an isolated mountain and a gentle slope situated in its lee-side and permits to obtain a mixed phase stratiform system where the radar bright band phenomena are often visible. This study shows that the new melting scheme does not modify the macrophysics properties of this slow dynamics system. However, it changes the microphysics and thermodynamics properties. In fact, the ice particles are enabled to fall in lower levels where the atmospheric temperatures are greater than $0{ }^{\circ} \mathrm{C}$. Moreover, the phase change associated with the melting process produces slight latent cooling just below the $0^{\circ} \mathrm{C}$ isotherm level that can influence the dynamics of the system. This effect should be more prominent in deep convective cases where the dynamics motions are more intense than in this stratiform situation (Phillips et al., 2007). The different analyses show that the new melting scheme produces satisfactory results.

The implementation of the continuous melting process in association with a backscattering scheme permits to reproduce the radar bright band phenomenon which is well known to induce uncertainties in the precipitation estimation. As the microphysics scheme only consider one type of non-spongy ice particles, an elementary backscattering scheme assimilating the melting ice particles to drops is implemented. However, as indicated by the latest studies led by Olson et al. (2001), the intensity of the radar bright band is strongly dependent on the density of the melting ice crystal and on the considered representation of the ice particle, i.e. water and air inclusions in the ice core. As a consequence, in the future, it is planned to develop a more realistic freezing parameterisation relying observations and comparative studies and test the new melting scheme in real stratiform and convective cases to understand the impact of this process on the cloud system lifetime and dynamics
considering different ice morphologies to better reproduce the bright band phenomena and then assist the radar users to reduce the uncertainties in the precipitation estimation at the ground.
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Table
Table I: Synthesis of the different hydrometeors collisions considered in the DESCAM-3D detailed microphysics scheme


## Figures

Figure 1: Melting process according to the theory of Mason (1956) at the time $t$.

Figure 2: Parameterization as a function of relative humidity and temperature of the air at which an ice sphere does/does not melt due to evaporative cooling at the ice-sphere surface. Comparison with theory of Mason (1956) and the lab experiment of Rasmussen and Pruppacher (1982). Adapted from Rasmussen and Pruppacher (1982).

Figure 3: Schematic representation of the melting process in the DESCAM model. When the WIR parameter of the ice particle $>10 \mu \mathrm{~m}$, is equal to 1 the completely melted ice particles are transferred to the drop reservoir. This transfer corresponds to the arrows. To simplify the diagram, only some of the 30 bins which are common to the ice particle, drop and ice water ratio grids are represented.

Figure 4: Radius of the ice core of a melting ice sphere of $350 \mu \mathrm{~m}$ as a function of time, for various warming rates, obtained by Rasmussen and Pruppacher (1982) and with the melting rate parameterisation of Eq. (4). Adapted from Rasmussen and Pruppacher (1982).

Figure 5: Parameterization as a function of temperature and water ice ratio at which the melted ice particle does/does not freeze.

Figure 6: Variation of the vertical grid spacing of the domain. The small panel shows a zoom on the 2 lowest kilometres.

Figure 7: Vertical cross sections of the Ice Water Content (IWC) in $\mathrm{g} \mathrm{m}^{-3}(\mathrm{a}, \mathrm{c})$ and the Liquid Water Content (LWC) in $\mathrm{g} \mathrm{m}^{-3}(\mathrm{~b}, \mathrm{~d})$ obtained with the non-instantaneous $(\mathrm{a}, \mathrm{b})$ and the instantaneous melting scheme ( $\mathrm{c}, \mathrm{d}$ ) after 150 min of integration. The black lines represent the isotherms (in ${ }^{\circ} \mathrm{C}$ ). The grey lines show the rain content (in $\mathrm{g} \mathrm{kg}^{-1}$ ). The "plus" symbols characterise the different altitudes considered in the Figure 8.

Figure 8: Mean mass spectra of the ice crystals $(a, c)$ and of the drops $(b, d)$ obtained with the non-instantaneous ( $\mathrm{a}, \mathrm{b}$ ) and the instantaneous ( $\mathrm{c}, \mathrm{d}$ ) melting scheme at different altitudes. The hydrometeors mass spectra are averaged over a $5 \times 5 \mathrm{~km}^{2}$ areas ( 49 grid points) whose centres are represented by a "plus" symbols in Figure 7. The three chosen altitudes represent the hydrometeors mass spectra above ( 1400 m height, solid lines), below (1080 m height, dotted lines) and inside the melting layer ( 1200 m , dashed lines). The grey area corresponds to the precipitating hydrometeors in DESCAM 3D.

Figure 9: Evolution of the Water Ice Ratio (WIR) distribution according to the altitudes at 150 min of integration and at the same point than Figures 7 and 8 . WIR equal to 0 or 1 represent crystals or drop, respectively. The empty ice size bins are not shown. The black continuous line represents the altitude of the $0^{\circ} \mathrm{C}$ isotherm.

Figure 10: Vertical cross section of the temperature difference between the NI- and the Imelting simulations obtained after 150 min of integration at $\mathrm{y}=48 \mathrm{~km}$. The blue contours correspond to the colder regions in the NI-simulation whereas the red contours show warmer region in the NI-simulations. The continuous and dashed black lines represent the isotherms in ${ }^{\circ} \mathrm{C}$ in the NI- and I- simulation cases, respectively.

Figure 11: Temporal evolution of the vertical profile of the radar reflectivity over the position $\mathrm{x}=130 \mathrm{~km}$ and $\mathrm{y}=36 \mathrm{~km}$ obtained with the instantaneous (a) and the non-instantaneous (b) melting process.
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[^0]:    ${ }^{1}$ Note that a change in diameter size from the ice crystal spectra of Figure 8(a) and (c) to the droplet spectra given in Figure 8(b) and (d) remains quite weak, as we consider a spherical form of the crystals and an ice density of $0.9 \mathrm{~g} \mathrm{~cm}^{-3}$. The liquid and glaciated diameter of the same hydrometeor mass bin thus differs by $3.5 \%$ only.

